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CHAPTER 1
INTRODUCTION

The development of Thailand towards Thailand 4.0 must overcome many
problems and obstacles such as degradation of resources, overflowing garbage, and
global warming. Ministry of Science and Technology aims to drive Bio-Circular-
Green Eco-nomic Model (BCG), which is a new economic development model that
accelerates economic growth by leaps and bounds on the basis of sustainable
development. Over the past several decades, the Thai economy has grown slowly. The
government therefore needs to accelerate the Thai economy by shifting the model of
Thai economic and social development to a new model called the BCG Economy
Model, which will be an important mechanism in driving the Thai economy to grow
by leaps and bounds. The new economy covers three key areas, with a brief guideline
as follows;

1. Bioeconomy focuses on applying high-level knowledge in biotechnology and
biodiversity costs.

2. Circular Economy: Emphasis is placed on the utilization of raw materials
throughout the life cycle and the use of old waste materials to create products,
thereby reducing waste and overall environmental impact.

3. Green Economy that focuses on environmental benefits and sustainable

development is the ultimate goal.

Bioeconomy

©reen economy

Figure 1.1 The relationship of the biological economy, circular economy and green

economy. (NSTDA (Thailand), 2020).
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Nowadays, the trend of energy conservation continues to be popular, due to
sustainable development approach which is a development model that focuses on
sustainability goals that do not cause negative effects on society and the environment
or have the least effect on enhancing economy. So, we can follow sustainable
development to conserve energy, save the environment by reducing the emission, and
solve the global warming problem. Another trend to support the energy conservation
is circular integration that applies the closed-loop material systems concept to reduce
the resource and energy consumption for the sustainable production of the product in
industrial operation and consists of process integration, industrial ecology, and

circular economy (Walmsley, 2019).
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Figure 1.2 The framework of circular integration incorporating the ideas of

circular economy, industrial ecology, and process integration.(T. Gordon et. al.,2017).

Many industrial processes can reduce energy consumption by using a heat
exchanger with the counter-current flow between a couple of hot and cold process
streams to transfer the heat from hot to cold streams, reducing hot or cold utilities and
satisfying the target temperatures of both streams. As a result, this process of heat
integration is called HEN synthesis which helps save energy consumption in terms of
mitigating operation costs and the environmental impact.

HEN synthesis employs the design objectives of minimizing TAC
by optimally positioning heat exchangers in the process. The first HEN synthesis
was developed by using Pinch Technology (PT) to sequentially optimize the
network (Linnhoff B, 1983). The next HEN model called the stage-wise
superstructure (SWS)
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model was introduced by simultaneous optimization HEN (Yee TF, 1990). The SWS
model objectives are to minimize the TAC to synthesize a local-optimum HEN.
Global optimization and the HEN synthesis model compensate for our two-
part strategy to synthesize a global-optimum HEN. First, the SWS model is the basis
for the HEN synthesis, which employs MINLP techniques with outer approximation
DICOPT. The sub second strategy of global optimization by partitioning the utility
heat duty into several intervals is utilized to assure global-optimum HENS solutions.
The primary goal is to synthesize HEN with minimum TAC using global optimization
in comparison to published case studies. The process optimization approach can
further be applied to the Bio-Circular-Green Economic Model (BCG) to develop more

environmentally friendly processes.
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CHAPTER 2
LITERATURE REVIEW

2.1 Heat Exchanger Network Synthesis (HENS)

Heat exchanger network synthesis is a conventional research topic in Process
Systems Engineering, with the goal of reducing annual operating costs and capital
costs by positioning heat exchangers optimally in the network. HENS synthesis can
be characterized as highly combinatorial, nonlinear, and nonconvex optimization
problem, all of which contribute to computing challenges manifested as extended
calculation times or the identification of suboptimal global solutions. Consequently,
over the last 40—50 years, numerous design technologies and approaches have been
developed with substantial applicability to practical practice. HENS has been studied
since the mid-twentieth century (Broeck HT, 1944), and numerous models have been
proposed to address these problems since its introduction, as mentioned in (Furman
KC, 2002) review articles on heat exchanger network synthesis, followed by (Klemes
JJ, 2013) and (Yuen, 2020) research publications. (Morar M, 2010) also offered a
literature review until 2008. The Pinch Analysis is an extensively utilized HENS
technology (Linnhoff B, 1983). Its concepts have been continuously improved over
the years with the goal of addressing a wide range of challenges, such as HEN retrofit
(Piacentino, 2011) and total site integration (Bandyopadhyay S, 2010). It is argued,
however, that mathematical programming techniques capable of dealing with HENS

problems offer the most effective way to efficiently incorporate all the aspects.

2.2 Pinch Technology (PT)

The Pinch Technology (PT) technique was created, with goals of maximizing
heat recovery, minimizing utilities, reducing the number of stream matches, and
reducing exchanger areas (Linnhoff B, 1983). The network is then designed to
become as close to the goals as possible by locating thermodynamic bottlenecks, also
known as pinch points, by constructing a composite curve between hot and cold
streams that can inform about minimum hot utilities, minimum cold utilities, and

maximum heat recovery at a predetermined minimum temperature difference. The
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next objective was to formulate mathematical programming to simultaneously

optimize the trade-offs of operating cost and capital investment cost.

Hot composite
curve

Region of
maximum heat
recovery

Minimum
cold utility

Temperature

Cold composite
P curve

v

Enthalpy
Figure 2.1 HENS hot and cold stream composite curves. (Linnhoff et. al., 1983).
2.3 Stochastic-based Approaches

Procedures for solving problems can be approached in a variety of ways. The
majority of stochastic-based approaches (metaheuristics-based methods) are not
included in this evaluation. A comparison of our global solutions to those discovered
in the literature revealed that many stochastic-based algorithms do not guarantee
global optimality, despite the fact that they frequently achieve it in practice. These
types of algorithms are also known to require substantial human interaction in other
words, they are not automated. Most of these approaches, such as genetic algorithms
(Fieg G, 2009) and (Aguitoni MC, 2018), simulated algorithms (Peng F, 2015) and
(Pavao LV, 2017), particle swarm optimization (Silva AP, 2010) and (Huo Z, 2013),
and hybridization between different algorithms (Pavao LV, 2016) and (Pavao LV,
2018), are worth highlighting since they are capable of handling large-scale problems.
We do not go into detail on the literature review of stochastic-based approaches,
which cannot ensure global optimality and require specific parameter adjustment for
high computational performance. In this study, we focus on the usage of the MINLP

techniques.
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2.4 Stagewise Superstructure Model (SWS)

The stage-wise superstructure (SWS) model was developed as a solution to
synthesize heat exchanger networks than the previous method, which used the general
algebraic modeling system or GAMS, which was well-known in the optimization
research study field (Yee TF, 1990). The model was solved using mixed-integer non-
linear programming (MINLP), which includes non-linear equations, binary variables,
the basic heat transfer equation, and logical restrictions for approach temperature in
the model and utilities at the network's extreme ends. The binary variables introduced
first in this model for heat exchanger network synthesis's field can be used to
determine network topology, heat exchanger location, and utilities between hot and
cold streams, which are governed by the assumption of isothermal mixing after the
streams exit the heat exchanger.

Furthermore, however unlike old model, this technique does not require a
minimum temperature difference before optimization and can discover an area for an
exchanger, but the old model cannot. To avoid numerical issues, they used
approximate logarithm mean temperature difference (LMTD) in this model (Chen J1J,
1987), then utilities cost, exchanger area, and stream matching are optimized
concurrently with the objective function of minimizing the TAC, which includes
annual operating cost, area cost, and investment cost. Furthermore, this work served

as the foundation for subsequent literature on heat exchanger network synthesis.
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Figure 2.2 Two-stage network superstructure. (Yee TF, 1990).
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From the above equation, The first and second terms in the following
equation are the utility costs for cold and hot utilities, respectively. The third term is
fixed cost, which is calculated by summing binary variables and includes fixed costs
for heat exchangers, cold utilities, and hot utilities. The final three terms are heat
exchanger, cold utility, and hot utility area charges. The fundamental diagram from
this study depicts all possible stream matching scenarios for hot and cool streams with

a counter-current pattern.

2.5 Mixed Integer Non-linear Programming (MINLP)

HENS models can be divided into sequential synthesis and simultaneous
synthesis (Furman KC, 2002). Models are solved sequentially by sequential synthesis;
the solution of an intermediate model parameterizes the subsequent model. A
sequential synthesis approach is illustrated by the linear programming (LP)
transshipment model, the mixed-integer linear programming (MILP) transshipment
model (Papoulias, 1983), and the nonlinear programming (NLP) superstructure model
(Floudas CA, 1986); these models are solved sequentially and aim to minimize the
utility cost, the number of matches, and the investment cost, respectively. A
sequential method does not imply that the global solution will be optimal; for
particular, the global solution may not have the lowest potential utility cost.
Simultaneous synthesis models, such as the MINLP model, eliminate the limitations

of the sequential approach by focusing exclusively on the operating cost (Yee TF,
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1990). Due to the possibility that simultaneous optimization models have a more
desirable global optimum than sequential synthesis models (Escobar M., 2013).

Among all prior studies on HENS, the technique that has gained the greatest
attraction is one that offers a superstructure in collaboration with the development of a
mixed integer nonlinear model (MINLM) that can be solved using mixed integer
nonlinear programming (MINLP) methods. Many of the most remarkable attempts in
the last five years that do not target global optimization include those of (Hong X,
2017), which established a novel transshipment model that incorporates stream
splitting, by-passing, and recycling, as well as nonisothermal mixing and counting
exchangers, in a way similar to that described by (Barbaro A, 2005). A novel HENS
linearization technique based on stage-wise superstructure terminating in a MILP
problem was developed by (Beck A, 2018) with the goal of reducing solution time.
The solution of this MILP problem is then used to initialize the MINLP model.
(Nemet A, 2019) proposed a two-step technique in which the first phase is to establish
a structure by solving a MILP in order to identify various answers in an acceptable
amount of time. In the following stage, they evaluate a reduced MINLP model , in
which unsatisfactory possibilities from the previous step are prohibited. Finally,
(Ziyatdinov NN, 2020) proposed an optimal heat exchanger network synthesis
method based on sequential splitting of process streams.

Numerous techniques to solving the HENS mixed integer nonlinear model
(MINLM) utilizing MINLP approaches; some employ Lagrangian decomposition, a
large number use outer approximation (DICOPT), and still others use global
optimization solvers that ensure globally optimum solutions that have been published
recently. (Bogataj M, 2012) proposed an alternative approach for generating globally
optimum solutions to the HENS issues utilizing an aggregated substructure to reduce
the number of nonconvex terms that are constrained by large-scale structures. The
approach incorporates convex approximation and under-estimators in order to narrow
the gap between the lower and upper bounds. Another extension concerning staged
superstructures,(Jongsuwat P, 2014)proposed incorporating substages and
nonisothermal mixing, which was later solved globally by (Kim SY, 2017). Utilizing
RYSIA, (Faria D., 2015) solved HENS problems to globally optimal by a bound

contraction methodology based on the isothermal mixing stagewise superstructure
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with both small- and medium-scale instances were examined and global optimality

could be ensured.

min Z = f(x, _)’) Objective Function
s.t. g(x’ y) <0 Inequality Constraints
xeX,ye¥Y

X={x|xeR ,x"<x<x",Bx<b}
Y={y|lye{0]}", Ay <a}
where, x is the vector of continuous variables;

y is the vector of integer (usually binary) variables;

Figure 2.3 A typical MINLP model. (CMU-IBM cyber).

Later, (Mistry M, 2016) showed that the reverse logarithmic mean
temperature difference (RLMTD) is convex and proposed an outer approximation that
works well for small problems. The original HEN model was approximated using a
mixed-integer linear model (MILM), which was run iteratively and resolved to the
global optimum of the original problem. (Beck A, 2018) developed a method for
iteratively handling various MILP and NLP subproblems that enables the stagewise
HEN model to be tightened by additional inequality constraints and tighter variable
bounds. These approaches could allow solvers to locate the global optimum and
significantly reduce duality gaps. While the approach is acceptable for small-scale
problems, the methods are inefficient for large-scale applications. Finally, (Chenglin
Chang, 2020) proposed a series of articles on the globally optimal synthesis of heat
exchanger networks with non-isothermal mixing stagewise superstructure in minimal
and non-minimal networks. All of the models outlined above, however, are based on
the concept of isothermal mixing, which exaggerates heat exchanger area and limits

the trade-off between capital and operating expenses.

2.6 Extention of Stagewise Superstructure Model on Global Optimization

The technique that dominates all prior efforts on HENS is the one that
combines mathematical programming and the usage of superstructures. The two most

common superstructures utilized in prior publications are the generalized



§6¢629285¢€

o1 thes / zviceivt secziost taver / steeun eoctotasss steouzt oo ||

10

superstructure developed by (Floudas CA, 1986), which allows for the employment of
many exchangers between two streams. The former was a further generalized new
superstructure for HENS that was solved globally by (Kim SY, 2016). Another
popular superstructure formulation was published in the early 1990s, which permits
simultaneous consideration of the number of heat exchangers, their corresponding
heat exchanger area required, and utility costs. Stagewise superstructure is based on a
set of assumptions; it assumes isothermal mixing and displays different stages in
which multiple matches between streams occur (Yee TF, 1990).

The concept of staged superstructure has become a cornerstone of MINLP-
based HENS research. With the restriction that no stream splits are allowed, (Zamora,
1998) proposed an outer approximation branch and bound algorithm that uses convex
underrelaxations to solve the non-convex Mixed Integer Nonlinear Programming
(MINLP) superstructure introduced by (Yee TF, 1990) to global optimality. (Bjork
KM, 2002) devised a global optimization strategy for the same superstructure model
that allows for stream splits and non-isothermal mixing by convexifying signomial
terms with an extended cutting plane method and constructing convex subproblems.
Extensions of the stagewise superstructure that incorporate recycle inside each stage
as well as partial bypasses of the stages are available in a variety of configurations
(Huang KF, 2013). A superstructure with bypasses and recycles, as well as numerous
exchangers in series on each branch, was developed by using transshipment-type
equations to generate a rigorous linear model (Barbaro A, 2005). (Huang KF, 2012)
discovered MINLP model solutions based on a hyperstructure of HEN stagewise
stream superstructure. There are some diverse approaches to the HEN staged

superstructure model: (Escobar M., 2013), (Onishi VC., 2014), (Na J., 2015).

1. Global Optimization of the Stage-wise Superstructure (Faria D., 2015)

This article introduced bound contraction methodology for global
optimization of bilinear MINLP models to solve the stage-wise superstructure model
for heat exchanger networks. The additional contribution in this paper is the extension
of the method used to underestimate bilinear terms only and bound contract
discretized variables developed by Faria and Bagajewicz, to the underestimation of

terms containing nonconvex monotone functions. Instead of introducing several new
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variables to convert the problem into a quadratic one, we use a different relaxation of
monotone functions that does not require reformulation and addition of new variables

beyond the integers needed for discretization.

X1 X[0.1
@ UB>1B ’ ®) L_Bl LIB
|
- S Bouad Contraction
X[0,0.5) X:{0.51] . ) .
OUB>1B _UB<OLB X[0,08)

I ) : UB>LB

v v S
X[0.25] X [0.250.5] y 1
OUB>1B OUB>LB S 1
J X[0,04) X{04,08]
OUB >OLB UB<OLB__
%{ l N Bound Contraction
: : y
Continue to calculate UB and LB updating their global values X [0.08,0.4]

uatil the gap is lower than tolerance without bound elimination OUB>OLB

i — —

. v ¥
X[0.08.024] X[0.24,04)
_UB< OLB. OUB >OLB

| Bouad Contraction
v

Continue to calculate UB and LB updating their global values
uatil the gap is lower than tolerance with bound elimination at each node

Figure 2.4 [Illustration of the branch and bound procedures (a) without bound

contraction and (b) with bound contraction at each node. (Faria et. al., 2015).

The bound contraction procedure used is the interval elimination strategy
presented by Faria and Bagajewicz. The basic strategy is summarized next. Further
details of different strategies can be found in the original paper.

1.1. Run the lower bounding model (presented in section 4) to obtain a lower
bound of the problem and identify the intervals containing the solution of the
lower bounding model. Update the overall lower bound (OLB).

1.2. Run the original MINLP initialized by the solution of the lower bounding
model (previous step) to find an upper bound solution. If a solution is found,
update the overall upper bound value (OUB).

1.3. Calculate the gap between update OUB and OLB. If the gap is lower than the
tolerance, the solution was found. Otherwise go to the step 4.

1.4. Run the lower bounding model forbidding the intervals selected in step 1. All
previously forbidden intervals are set free. If the LB is infeasible, or its value

is larger than the current OUB, then all the intervals that have not been
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forbidden for this variable are eliminated. The surviving feasible region
between the new bounds is repartitioned.

1.5. Repeat step 4 for all the other variables, one at a time.

1.6. Go back to step 1 (a new iteration using contracted bounds starts).

In the branch and bound with the bound contraction, our bound contraction
procedure is applied to only one iteration at each node before variables are branched.
This method may sometimes take a longer or shorter time depending on the success of
the bound contraction step. The result show that the model is significantly faster for
the big problem that They tested as compared to the branch and bound options. In
fact, they can say that for the problem tested, the branch and bound with or without

bound contraction, using their lower bound model is not efficient.

2. Global Optimization of the Stagewise Superstructure (Chenglin Chang, 2020)

This article introduces the concept of minimal structure (MSTR) and presents
an enumeration algorithm for the synthesis of heat exchanger networks based on
MSTR. Minimal Structures refer to a class of heat exchanger networks featuring
acyclic heat transfer networks without energy loops. The enumerations used are either
exhaustive or smart with a stopping criterion. Without loss of generality, they use the
isothermal mixing Synheat model, that is, the method applies identically to other
superstructures, with likely variations in the optimization models associated to each
step. A conjecture is used to state that the algorithm renders solutions that are globally
optimal. Literature examples are used to demonstrate the capabilities of the
enumeration algorithm. Most of our solutions compare favorably with the best

reported ones in literature, with exceptions where the reported solution is not minimal.

Example 1 Table 1 shows data consists of two hot and two cold streams
from Faria et al. The data is given in Table 1. The fixed annual cost of units is $5,500
and the annual area cost coefficient is 150 $/m2. One feasible structure with five

exchangers for this problem is shown in Figure 2.5.
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Stream Tin (K) Tour(K)  h(kW/m?K)  Fcp (KW/K)
H1 650.0 370.0 10 10.0

H2 590.0 3700 1.0 200

(o} 410.0 650.0 10 15.0

c2 350.0 500.0 1.0 13.0

CuU 300.0 320.0 10 .

HU 680.0 680.0 50 _

EMATmin 100K

Utility cost coefficients Chu; = 80 $/kWy; Ccu; = 15 $/kWy;
Fixed cost coefficients Cf,-,- =Ceuf; = Chuf,- =$5,500; ny=1

Area cost coefficients ajj = acu; = ahu =150 $/m?
b.‘j - bCU,’ = bhu,-=1

Figure 2.5 Data of example 1 (Chenglin Chang, 2020).

They verify that the MSTR of Figure 2.6 is only feasible for values of energy
between EMin = 575 kW and EMax = 2,750 kW. They correspond to HRATmin =
18.3 K and HRATmax = 129.3 K. These values can be verified using the pinch
method. Figure 2.7 shows that the minimum TAC takes place at E =1,117.3 kW.

850.0 kW 1950.0 kW
"

650.0 K H1 N p 300K
\/
2230.0 kW
2170.0 kW
590.0 K H2 M 370.0K
580.0 kKW | | 0.8 m*
650.0 K Cl 4100K
N U
79.2 m* 84.6 m”
149 m*
S000K N\ C2 350.0K
.
102.2 m?

Figure 2.6 One heat transfer structure for example 1 (Chenglin Chang, 2020)

A new concept of Minimal HEN structures is presented and an algorithm to
obtain globally optimal solutions for these types of networks is crafted. The algorithm
is based on enumerating all possible structures, with or without a stopping criterion.
The models are all linear. The strategy is based on the fact that for each structure, the
total cost is a unimodal continuous function of E with one and only one global
minimum. A Golden Search is employed to find the best solution with the lowest

TAC for each minimal structure. There are in total four alternative options for the
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proposed algorithm, each with advantages and disadvantages. Sixteen examples are
tested for illustration purpose and most of our solutions compare favorably with
literature results. The algorithm guarantees global optimality over the proposed search

space.

TAC (SKy)
86400
85100
83800 ¢
82500
81200
79900
78600

77300

W)
76000 E kW)

575 82§ 107; 1325 1§75 1825 2075 232§ 2575
Figure 2.7 TAC vs. E for a fixed structure of example 1 and reduced energy
cost. (Chenglin Chang, 2020).

3. Global optimization of heat exchanger networks using a new generalized
superstructure (Kim SY, 2016)

They present an extension of a previously presented superstructure (Floudas
CA, 1986) for heat exchanger network grassroots design. This extension is such that it
includes several matches between two streams, activates splitting control and allows
for mixing temperature control. They solve this model globally using RYSIA, a
recently developed method bound contraction procedure (Faria D., 2015). They also
add a new RYSIA feature called Lifting Partitioning. Results show structures that
cannot be obtained using the stages model (Yee TF, 1990) or other similar restrictive
models.

The HEN design model of the heat exchanger network uses the
superstructure model developed by Floudas CA (1986). In order to describe how the
HEN design model can be developed, we address a simple network, which has one
hot stream and two cold streams in figure 9. Without loss of generality, we assume
there are two heat exchangers per hot/cold stream match and they are not necessarily
contiguous or in series. figure 9 illustrates the nature of the superstructure for just one

hot stream and two cold streams and two exchangers per pair of streams, although the
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model can have many exchangers. In the original formulation by Floudas CA (1986),
the feasible space is defined by nonlinear constraints, many of which are bilinear, and
other purely nonconvex functions. Bilinear functions are included in the heat balances
equations of heat exchangers and mixers. Nonconvex functions are the part of heat
exchanger area calculations. The non-convex and bilinear MINLP model presented in

this paper differs slightly from the original formulation.

Fch wwwww TC:‘::’ FC,“ i TC -0
((ma Cl
M 1
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Figure 2.8 Heat exchanger network superstructure; two exchangers per match.

(Kim et. al., 2016).

In conclusion, recognizing that local solvers like DICOPT cannot obtain
solutions, often rendering infeasible if no goo initial point is provided, they solve it
globally using RYSIA, our bound contraction method for bilinear problems extended
to monotone functions by Faria et al. (2015). When applying these versions of
RYSIA, they found that the lower bound model is too relaxed and therefore the bound
contraction takes a long number of iterations. To fix this problem, they introduce so-
called “lifting partitioning”, which helps the lower bound render higher values. They
compare with the bilinear reformulation and branch and bound and They present

results that highlight features in the HEN that other models cannot model.
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CHAPTER 3
METHODOLOGY

Materials and Equipment
Equipment:
1. Laptop Intel(R) Core (TM) 15-7300HQ CPU @ 2.50GHz, Ram 16.0 GB
2. Laptop Intel(R) Core (TM) 17-7700HQ CPU @ 2.80GHz, Ram 12.0 GB
Software:
1. General Algebraic Modelling System (GAMS)
2. Aspen Energy Analyzer (AspenTech)
3. Microsoft Excel

Experimental Procedures
Our two-part strategy is composed by global optimization and the HEN

synthesis model.

3.1 HEN Synthesis Model

The stage-wise superstructure (SWS) model was developed as a solution to
synthesize heat exchanger networks and was well-known in the optimization research
study field (Yee TF, 1990). The model was solved using mixed-integer non-linear
programming (MINLP), which includes non-linear equations, binary variables, the
basic heat transfer equation, and logical restrictions for approach temperature in the
model and utilities at the network's extreme ends. The binary variables introduced
first in this model for heat exchanger network synthesis's field can be used to
determine network topology, heat exchanger location, and utilities between hot and
cold streams, which are governed by the assumption of isothermal mixing after the
streams exit the heat exchanger.

In this study, the SWS model is for the HEN synthesis, which employs
MINLP techniques in GAMS. The indexes as I for hot streams, J for cold streams, and
K for the stages are set. The first step is the declaration of parameters and variables

derived from information on hot streams and cold streams, such as stream
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characteristics, cost factors, and stream temperatures. Then, the equations in SWS
model are declared with their names, including the objective function of TAC, the

energy balance, and logical constraints.

3.1.1 Nomenclature

Sets
1 Hot streams
J Cold streams
K The stages
HP Hot process streams
CpP Sold process streams
ST stages

Parameters
CUcost Cold utility cost ($/kW)
HUcost Hot utility cost ($/kW)
Fcost Fixed cost ($)
AC Area cost coefficient ($/m?)
AE Area cost exponent
Tin; Supply temperature of hot stream I (K)
Tiny Supply temperature of cold stream J (K)
Tout; Target temperature of hot stream I (K)
Touty Target temperature of cold stream J (K)
Thuin Inlet temperature of hot utility (K)
Thuout Outlet temperature of hot utility (K)
Tcuin Inlet temperature of cold utility (K)
Tcuout Outlet temperature of cold utility (K)
U Overall heat transfer coefficient (W/m?K)
h Individual heat transfer coefficient of stream (W/m?’K)
Cp Specific heat capacity (kJ/kgK)
p Density of fluid (kg/m?)

M, Mass flow rate for hot streams (kg/s)
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Mass flow rate for cold streams (kg/s)

Number of stages

Exchanger minimum approach temperature (K)
Upper bound for heat exchanged of hot stream (kW)
Upper bound for heat exchanged of cold stream (kW)
Upper bound for temperature difference (K)

Variables

Total annual cost ($)

Heat exchange between hot and cold streams (kW)

Heat exchange between cold utilities and hot streams (kW)
Heat exchange between hot utilities and cold streams (kW)
Intermediate temperature of hot stream I at stage K (K)
Intermediate temperature of cold stream J at stage K (K)
Approach temperature for stream matching (K)

Approach temperature between cold utility and hot stream (K)
Approach temperature between hot utility and cold stream (K)
Logarithm mean temperature difference (K)

Area of heat exchangers (m?)

Area of cold utilities (m?)

Area of hot utilities (m?)

Binary variables
Binary variables represent exchanger matching
Binary variables represent cold utility matching

Binary variables represent hot utility matching

3.1.2 Objective Function

The objective of this step is to minimize an objective function of TAC

which comprises six terms shown in Equation 1.
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TAC = CUcost Y;qcu; + HUcost Z]qhu] + Fcost[Z,Z]ZKZ,J,K + X zeu; + Z,zhu]] +

55 B AC - (Ary) " + SiAC - (Acu)®® + 3, AC - (Ahuy)™* (Equation 1)

The first term is cold utility costs, the second term is hot utility costs,
the third term is fixed costs for process heat exchangers and the utilities, the fourth
term is area costs for process heat exchangers, the fifth term is area cost for cold
utilities, and the last term is area cost for hot utilities, where Fcost represent the cost
parameters of the units, CUcost and HUcost is the utility cost factor, and gcu, and ghy,
represent the heat load of a hot utility for a cold stream j and a cold utility for a hot
stream 1, respectively. The heat transfer model of HENSs is similar to the stage-wise
superstructure of Yee and Grossman (1990), as shown in Figure 2.2. The annual

interest rate in this study is set to 0%, and the project life time is one year.

3.1.3 Constraints
Overall heat balance for each stream:
M; - Cp - (Tin; — Tout;) = X5 Xk qrox + qcur I € HP (Equation 2)
My Cp - (Touty — Ting) = X1 2k qrix + qhuy JECP (Equation 3)

Stage heat balance:
M- Cp - (tix — tigk+1) = 27 qrix K e ST,I € HP (Equation 4)
M;-Cp-(tixk — trgx+1) =21qiux K € ST,] € CP (Equation 5)

Superstructure inlet temperatures:
Tini = tr; I € HP (Equation 6)

Tiny = tiNoOK +1 JECP (Equation 7)

Feasibility of temperatures (monotonic decrease in temperatures):

trk = tK+1 K € ST,1 € HP (Equation 8)
ik 2 LK +1 K € ST,] € CP (Equation 9)
Tout; < tiNOK +1 I € HP (Equation 10)

Tout; = 1ty J ECP (Equation 11)
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Hot and cold utility load:
M;- Cp - (tinok+1 — Toutr) = gcuy I € HP
Mj- Cp - (Tout;—tr1) = qhuy JeCP

Approach temperatures:

dtijgxk < (tik —tyx)+ T (1-2z15k) K € ST,I € HP,] € CP
dtijx+1 < (tik+1 —tjx+1 )+ Ty (1-z15xk) K € ST,I € HP,] € CP
dtcur < (tinok+1 — Tcuout) I € HP
dthuy < (Thuout - t;1) JEecCp

'y = max [Tin;— Tiny, Tout;— Tiny, Tini— Touty, Tout;— Tout; |

Minimum approach temperature (lower bounds):

dtijx = EMAT K € ST,I € HP,] € CP

Logical constraints:

qrix —min [£21, Q)] - 21k <0 K € ST,1 € HP,] € CP
qceur =0 zcur <0 I € HP
qhuj -0y zcu; <0 J ECP

;= M;-Cp - (Ting — Tout;)
0N;=M;-Cp-(Touty — Tiny)

20

(Equation 12)
(Equation 13)

(Equation 14)
(Equation 15)
(Equation 16)
(Equation 17)
(Equation 18)

(Equation 19)

(Equation 20)
(Equation 21)
(Equation 22)
(Equation 23)
(Equation 24)

Area calculations using Chen’s (1987) approximation for the

logarithmic mean temperature difference:

Ak = dLx
JK = > 05 1 /dtpjg+dt] K41
Uy [g (atrpi-dtryker)  +3 (%)]
Acuy = e
I — -
, dtcuy(Tout;—T
Ucy - [; (dtcuj(Tout;—Tcuin))05 + % (( cur( m; L Cum))]

qhu

Ahuy = L

5 dthuj-(Thuin— Tout
Uny * B (dthuj -(Thuin— Toutl))o +%( = 2 1))]

-1 _1 -1
1 1 1 1 1 1
Where, Uy = |t | e = [ ] 0w = [+

(Equation 25)

(Equation 26)

(Equation 27)

(Equation 28)
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3.2 Global Optimization Strategy

3.2.1 Pinch Analysis

The feasible hot utility range between minimum and maximum hot
utility for each network is identified using pinch analysis. The network is designed by
locating thermodynamic bottlenecks or pinch point, by constructing a composite
curve between hot and cold streams that can inform about minimum hot utilities,
minimum cold utilities, and maximum heat recovery at a predetermined minimum
temperature difference. The minimum hot utility is identified by set the cold utility to
zero or set the maximum heat recovery. For the maximum hot utility is defined by set

the heat recovery to zero.

3.2.2 Initialization
The maximum number of iterations for solving the local optimum is
taken into consideration as the terminating criteria after the minimum and maximum
hot utility ranges have been founded. The hot utility range will be divided into n
intervals by the defined heat duty interval. The maximum number of iterations is
calculated from the hot utility range and defined heat duty interval as shown in

equation 29.

Maximum hot utility —Minimum hot utility

Maximum number of iterations = (Equation 29)

Defined heat duty interval

The upper and lower limits of the hot utility at each heat duty interval i
are shown in Fig 3.1. The local-optimum HEN is generated at each sub interval
between the upper and lower limits of hot utilities until reaching the maximum
iteration number. The global optimum HEN is the local optimal HEN with the lowest
TAC of all iterations or all intervals. In some cases, we could include the Global
Optimization with Extension with less defined heat duty interval to reach lower-TAC

HEN, considered as global optimum.
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Minimum Upper limit Lower limit Ma’fm"““
Hot Utility (kW) (kW) (kW) Hot Utility (kW)
‘ 1* interval | ‘ [ n®interval |

Defined Heat duty Interval (kW)
at interval i

Figure 3.1 A comprehensive clarification of the heat duty partition.

3.2.3 Global Optimization Algorithm

The global optimization algorithm is divided into two parts: the regular

global optimization and the global optimization with extension.

3.2.3.1 Regular Global Optimization

Regular global optimization is the starting global optimization
using the initial set of defined hot utility intervals and number of iterations. The initial
value and bound to variables in the denominator of constraints are set to avoid
division-by-zero error. After that, the SWS model is solved by DICOPT to get the
local optimal HEN design using a new initialization and boundary to shorten the
computational time. If the local optimal HEN solution is found with the TAC less
than previous local optimal HEN, the lower-TAC HEN results and topology will be
saved as global-optimal HEN candidate before carrying out the subsequent step.

The parameters for the stream properties and all of the SWS
model's equations are first set according to the flowchart of the global optimization
algorithm in Figure 3.2. Then, heat duty intervals are defined to partition the feasible
hot utility range into n intervals. For the first solving iteration with the hot-utility
interval 1 = 1, we set objective of TAC as target at i = 1 equal to very large value.
Then, we run the SWS model by varying the hot utility heat duty at interval 1 to
calculate the optimal TAC solutions for each iteration step. For iteration i, if the
optimal HEN solution has TAC; lower than the previous solution, the TAC will be set
as target TAC; at updated target HENi. We will continue run the model by varying the
hot utility upper and lower limit until reaching the maximum number of iterations, the
optimal HEN solution with updated target TAC will be a global optimal solution
(Target TAC, P) for this regular global optimization step.



§6¢629285¢€

o1 thes / zviceivt secziost taver / steeun eoctotasss steouzt oo ||

23

3.2.3.2 Global Optimization with Extension

Global optimization with extension is the subsequent step using
the different set of defined hot utility intervals and number of iterations. After get a
global optimal solution (Target TAC, P) from the previous step, if the previous hot
utility duty solution (Target Qn) is not equal to zero, the program will try to run the
global optimization with extension 1 by setting a smaller heat duty interval and
change hot utility range around the previous hot utility result (Target Qn). The
program will run through the regular global optimization step again to synthesize a
global optimal solution of extension 1 (Target TAC, 1). If Target TAC, P is less than
Target TAC, P-1, we could run the global optimization again with extension as shown
in Fig 3.2. To guarantee a global optimal solution (Target TAC, P-1), the program
will terminate when the global optimal solution with upper extension step provides a

solution larger or equal to the previous extension step.
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0 Regular Global Optimization
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Run the SWS model to synthesize HEN |1—

!

Display local Optimal Solution (TAC; ) of HEN;

TAC, < target

Define smaller Heat duty interval
and hot utility duty range around
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Figure 3.2 The flowchart of global optimization algorithm.
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CHAPTER 4
RESULTS AND DISCUSSION

This section presents seven HEN examples of various sizes from the
literature for comparison with our HEN synthesis. Our HEN synthesis model coding
was implemented in GAMS (version 24.2.1) ( Brooke, 2007.) and solved using
CPLEX (version 12.3) as the MIP solver and DICOPT ( Viswanathan, 1990) as the
MINLP solver on a PC machine (i7 2.8 GHz, 12 GB RAM).

The overall summary results for each example from publications are shown
in Table 4.1. For Examples 1, 2, and 3 of small-sized HEN with two hot and two cold
streams. Our method with global optimization strategy gave the same or slightly
better solutions than those from the literature, indicating that the methods used in this
literature identify solutions close to the global ones with less computational time. For
examples 4, 5, 6, and 7 of various sized HEN, the literature global optimum is better

than our solution, although our computational time are much lower.

Table 4.1 Results of all examples

Base case Global with 1kw _Qur optimal solution for HENs Optimal Percentage
Example  Item (Maximum  interval (without . © Global with  Global with topology from differcnc% Literature source
iteration = 1)  Extend technique) oba Extend 1 Extend 2 literature
Theoretical TAC ($/y) 95,373 95,373 95,373 95,350 0.02% Mizutani et al. (2003)
1 (2H2C) Heat Duty Interval (kW) 1,400 1 100 - Not guarantee global
OPIHT\U“]
Time (s) 0.8 447 52 N/A
Theoretical TAC (Sy) 154,865 154,865 154,865 154,902 0.02% Faria etal. (2015)
2(2H2C) Heat Duty Interval (kW) 5,180 1 200 - Guarantee global
optimum
Time (s) 03 1923 2.5 250
Theoretical TAC ($y) 270,370 261,140 261,140 261,787 0.25% Esocobar et al. (2013)
3(2H2C) Heat Duty Interval (kW) 5,100 1 100 - Guarantee global
(\p[ll“lll“
Time (s) 0.3 1791 19.1 80.1
Theoretical TAC (Sy) 551421924 551.433.624 551,427,124 99,605,219 138.8% Faria et al. (2015)
4(4H,5C) Heat Duty Interval (kW) 1,845 1 100 . Guarantee global
Uptllnll"l
Time (s) 225 246 73 108
Theoretical TAC (Sfy) 121,672 85.534 112,447 85.800 73.434 - - Mistry etal. (2016)
5(SH,SC) Heat Duty Interval (kW) 6,042 1 100 10 1 . Not guarantee global
Uplll'n\ll'ﬂ
Time (s) 02 2265 168 9.2 10.4 9,600
Theoretical TAC ($/y) 111,520 110,869 111,491 110,869 110,848 0.02% Daichendt et al. (2016)
6(5H,5C) Heat Duty Interval (kW) 1,630 1 100 10 . Guarantee global
OPUWl\llTI
Time (s) 1.2 769 127 6.6 2252.0
Theoretical TAC (Sfy)  6,365.859 5945951 6222.161  5.960,899 5,788,187 2.94% Pavao et al. (2016)
7(6HAC) Heat Duty Interval (kW) 32,803 1 1,000 200 . Guarantee global
Oplllﬂ\lln
Time (s) 294 21558 224.0 69.0 N/A

Theoretical TAC is the total annualized cost calculated using equation 25 to 27, the theoretical area and the logarithmic mean temperature difference approach (LMTD).
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4.1 Example 1 (M.A.S.S. Ravagnani, 2007)

The first example consists of two cold and two hot process streams. The
stream data and parameters are given in Table 4.2. This example is used to illustrate
the proposed approach in detail. A relatively large number of partitioning intervals
was chosen to ensure that only one interval elimination loop is needed to satisfy the

convergence criterion.

Table 4.2 Data and parameters of example 1 (M.A.S.S. Ravagnani, 2007)

Stream T, K Ty ) FC, (kW/K)
HI1 368 348 20.0

H2 353 348 200.0

Cl1 303 363 40.0

C2 333 343 50.1

HU 500 500

CU 300 320

Parameters Unit

Cold utility cost (CUcost) $/kW 6
Hot utility cost (HUcost) $/kW 60
Fixed cost (Fcost) $ 1000
Area cost coefficient (AC) $/m? 60
Area cost exponent (AE) - 0.6
Overall heat transfer coefficients (U) W/m? K 444
Exchanger minimum approach K 10
temperature (EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 3-stages superstructure model and assumed
a exchanger minimum temperature approach EMAT of 10 K. Using the Pinch
analysis, we verify that the network is only feasible for energy values between
Minimum hot utility = 1500 kW and Maximum hot utility = 2900 kW. We then define
a heat duty interval of 100 kW and a maximum number of iterations of 14 that will be
considered as terminating criteria. The local-optimum HENs are synthesized at
several intervals until reaching the maximum number of iterations. The global
optimum HEN is the local optimal HEN with the lowest TAC of all iterations. The
optimal HEN solution is presented in Fig 4.1.
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400 kKW
H1
368K 0} » 348K
1000 kKW
353K 2 N » 348K
1000 kKW
Blmlo, o -
363K 11428 303K
J
199K 338K 244 m? rL i
500 kW O 28572
70m? 82.4m?

500K
343K 4—‘@/ 2 a3k

499 9K

Figure 4.1 Our optimal HEN solution of example 1 with theoretical area.

Figure 4.2 shows that the TAC is monotone increasing and therefore a
minimum TAC exhibit within the range of feasible energy value. In this case, the
minimum TAC takes place at Hot utility = 1500.6 kW with the globally optimal
solution features an annualized cost of $95,373/year. The total CPU time needed to

obtain the solution was 5.2 sec.

200000
180000
160000

140000

TAC ($/yr)

120000
100000
80000
60000

S I S N S S S N N N I X R S
T T F T FF T T FIFT TS S

SRR NN N NN NN NN NN NN
ST P T TS SS
NN RN RN LR S S A A S

Hot utility (kW)

Figure 4.2 TAC vs. hot utility for a structure of example 1.

Table 4.3 summarize the results for different number of partitioning
intervals. Our regular global solution is $95,373 per year which is slightly higher than

the one from literature. The program then tries to run the global optimization with
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extension 1. The TAC solution is not lower than the previous solution, so the program
stops and report the regular global solution.

By generating a network with the same hot utility range (1500 to 2900 kW),
the base case is used to evaluate the effectiveness of the regular global optimization
method. The base case provides the exact same TAC solution as our regular global

optimization result, but with much less CPU time.

Table 4.3 Results for different partitioning interval numbers

Base case Our optimal solution

Items (Maximmm Global with 1kw interval TR Optimal Results
tmion ) (without Extend technique)  Global e from literature

Maximum number of 1 1.400 14

iterations

Minimum Hot Utility (kW) 1500 1,500 1500

Maximum Hot Utility (kW) 2900 2,900 2900

Defined Heat Duty Interval 1,400 1 100

CPU time 0.8s Tm27s 52s N/A

TAC (8/yr) 95,373 95,373 95,373 95,350

Hot Utility (kW) 1,500.7 1,500.7 1,500.7 1,500

The HEN topology solution from paper of (M.A.S.S. Ravagnani, 2007), the
original research specifically studied on the equipment details design and did not
ensure global optimization. The values for area are utilized to determine the best HEN
global annual cost, which is $95,350/year. The optimal HEN topology solution with
theoretical area is shown in Figure 4.3. The comparation of HEN topology solution of
the paper and our solution shown in Figure 4.1 are exactly the same with two heat

exchanger and two hot utility devices.
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Figure 4.3 The optimal HEN topology solution (M.A.S.S. Ravagnani, 2007) with

theoretical area.

We calculate Mizutani's theoretical area for each heat exchanger by using our
LMTD and area formular, presented in equation 25 to 27. Using Mizutani's
Theoretical Area value, the theoretical TAC of $95,350/year is defined in order to
compare with our theoretical TAC value. Theoretical area data for Mizutani and our
result are presented in Table 4.4. Despite the fact that the configuration is exactly the
same, our optimal solution is slightly higher than the original literature due to a
difference in area cost calculation. However, the variation is not significant, indicating

that it is near to the global optimum.

Table 4.4 Theoretical area for optimal HEN topology from our optimal HEN (a), base
case HEN (b), and Mizutani et al. (2003) (c)

(a) (b)

Item Exchanger Our Result Item Base case

Theoretical Area (m?) Al 24.352 Fixed cost ($) 4,000
A 82.439 Area cost ($) 1,373
Acinu 15.1 Hot utility cost ($/yr) 90,000
A 6.962 Cold utility cost ($/yr) 0

Fixed cost ($) 4,000 TAC Calculation ($/yr) 95,373

Area cost (S) 1,373

© Topology from literature

ility 90,000 It Exch
Hot utility cost ($/yr) em xchanger Mizutani et al. (2003)
Cold utility cost ($/yr) 0
i 2 36.52
TAC Calculation ($/yr) 95,373 Theoretical Area (m?) Apici 6.528
Apre 66.192
Acriu 15.1
Acrmu 6.967
Fixed cost ($) 4,000
Area cost ($) 1,350
Hot utility cost ($/yr) 90,000
Cold utility cost ($/yr) 0

TAC Calculation ($/yr) 95,350
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The example consists of two cold and two hot process streams. This example

is taken from (Faria D., 2015) and the stream data and parameters are given in Table

4.5.

Table 4.5 Data and parameters of example 2 (Faria D., 2015)

Stream T (K) Tyue (K) h (kW/m’K) FC, (kW/K)
Hl 650 370 1.0 10.0
H2 590 370 1.0 20.0
Cl1 410 650 1.0 15.0
C2 350 500 1.0 13.0
HU 680 680 5.0

CU 300 320 1.0

Parameters Unit

Cold utility cost (CUcost) $/kW 15
Hot utility cost (HUcost) $/kW 80
Fixed cost (Fcost) $ 5500
Area cost coefficient (AC) $/m? 150
Area cost exponent (AE) - 1.0
Exchanger minimum approach temperature K 10
(EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 3-stages superstructure model and assumed

a exchanger minimum temperature approach EMAT of 10 K. Therefore, we verify

that the structure obtained from the optimization is only feasible for values of energy

between Minimum hot utility = 320 kW and Maximum hot utility = 5,500 kW. These

values can be confirmed using the pinch analysis. We then define a heat duty interval

of 200 kW and a maximum number of iterations of 26 that will be considered as

terminating criteria. The local-optimum HENs are synthesized at several intervals

until reaching the maximum number of iterations. The global optimum HEN is the

local optimal HEN with the lowest TAC of all iterations. The optimal HEN solution

is presented in Fig 4.4.
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700000.0
600000.0
500000.0
400000.0

300000.0

Minimum TAC ($/yr)

200000.0

100000.0

Hot utility (kW)

Figure 4.4 TAC vs. hot utility for a structure of example 2.

The globally optimal solution, depicted in Figure 4.5, has an annualized cost
of $154,865 after 22.5 s of CPU time. In this case, the minimum TAC takes place at
hot utility = 490.4 kW.

169 kW
49m?
- 680KW _  1950kW ) ™ 0k
650K O ~ K 370K
\/ \W)
300K
1971 kW
- 2428 kW e
590K o0—=% /@’—» 370K
13031(“: 300K
= m 680K
650K A 512K Cl 410K
617K~ \V
6799K 71.0 m? 141.0 m?
00K - A C2 350K
-« \J
69.1 m?

Figure 4.5 Our optimal HEN solution of example 2 with theoretical area.

Table 4.6 summarize the results for different number of partitioning
intervals. Our regular global solution is $154,865 per year which is slightly lower than
the one from literature, due to the hot utility duty consume 0.7 kW less. The program
then tries to run the global optimization with extension 1. The TAC solution is not
lower than the previous solution, so the program stops and report the regular global

solution.
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By generating a network with the same hot utility range (320 to 5,500 kW),
the base case is used to evaluate the effectiveness of the regular global optimization
method. The base case provides the exact same TAC solution as our regular global

optimization result, but with much less CPU time.

Table 4.6 Results for different partitioning interval numbers

Items ?l\jl[:;icn:ifn Global with 1kw interval Our optimal s(;):ult:oln T Optim.al Results
A o 1) (without Extend technique)  Global Ex(t)e:d "l" from literature

Maxi}num number of 1 5.180 2%

iterations

Minimum Hot Utility (kW) 320 320 320

Maximum Hot Utility (kW) 5,500 5,500 5,500 -

Defined Heat Duty Interval 5,180 1 200

CPU time 03s 32m3s 225s 250s

TAC (8/yr) 154,865 154,865 154,865 154,902

Hot Utility (kW) 490.4 490.4 490.4 491.1

The HEN topology solution from paper of Faria et al. (2015), the original
research performed optimization by difference approach, modified their bound
contraction methodology for global optimization of bilinear MINLP models to solve
the stage-wise superstructure model for heat exchanger networks. The optimal TAC
obtained in the paper is $154,902/year and it was obtained in 4 min 10 s of CPU time.
The optimal HEN topology solution with theoretical area is shown in Figure 4.6. The
comparation of HEN topology solution of the paper and our solution shown in Figure

4.5 are quite similar with three heat exchanger and three utility devices.

167.7 kW
682.3 kW 1950.0 kW 491 m?

H1 B N 320K
650K A 818K 336.8K @‘_ 370K
300K

19734 kW

2426.6 kW 3779 m?

7 20K
sook 2 O 637K . 370K
4911 kW
300K
571.8K

13.26 m:és()K
C1
650K 410K

6173K ”Vw - hd
6799K cm o 103m

c2
SO0K 350K
<

O

69.2 m?

Figure 4.6 The optimal HEN topology solution from Faria et al. (2015) with

theoretical area.
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We calculate Faria's theoretical area for each heat exchanger by using our
LMTD and area formular, presented in equation 25 to 27. Using Faria's Theoretical
Area value, the theoretical TAC of $154,902/year is defined in order to compare with
our theoretical TAC value. Theoretical area data for Faria and our result are presented
in Table 4.7, our global optimal theoretical TAC is $154,865/year at number of
iterations of 26. The optimal solution HEN configuration is similar with the one
obtained by Faria et al. (2015). Our best global annual cost, on the other hand, is
slightly lower, showing that our optimal solution network is close to the global

optimum while requiring significantly less computational time.

Table 4.7 Theoretical area for optimal HEN topology from our optimal HEN (a), base
case HEN (b), and Faria et al. (2015) (c)

(a) (b)
Item Exchanger Our Result Item Base case
Theoretical Area (m?) Ayicr 71.0 Fixed cost ($) 33,000
Ay 69.1 Area cost ($) 50,565
Ampc 141.0 Hot utility cost ($/yr) 39,200
Acrmu 13.3 Cold utility cost ($/yr) 32,100
Ay 4.9 TAC Calculation ($/yr) 154,865
Am.cu 37.8
Fixed cost ($) 33,000 © Item Exchanger 10Pology from literature
Area cost (5) 50.565 (Faria et al., 2015)
Hot utility cost ($/yr) 39,200 Theoretical Area (m?) Ay, 71.2
Cold utility cost ($/yr) 32,100 Apcr 140.3
TAC Calculation ($/yr) 154,865 Anrco 69.2
AcLu 13.26
Ayi.cu 4.90
App.cu 37.79
Fixed cost ($) 33,000
Area cost ($) 50,498
Hot utility cost ($/yr) 39,288
Cold utility cost ($/yr) 32,116

TAC Calculation ($/yr) 154,902
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The third example consists of two cold and two hot process streams. This

example is taken from Escobar et al. (2013). The stream data and parameters are

given in Table 4.8.

Table 4.8 Data and parameters of example 3 (Escobar M., 2013)

Stream T, (C) T,ut °C) h (kW/m*°C) FC, (kW/°C)
HI1 270 160 1 18
H2 220 60 1 22

Cl 50 210 1 20

C2 160 210 1 50
HU 250 250 1

CU 15 20 1

Parameters Unit

Cold utility cost (CUcost) $/kW 20
Hot utility cost (HUcost) $/kW 200
Fixed cost (Fcost) $ 4000
Area cost coefficient (AC) $/m? 500
Area cost exponent (AE) - 0.83
Exchanger minimum approach temperature oC 10
(EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 3-stages superstructure model and assumed

a exchanger minimum temperature approach EMAT of 10 °C. Using the pinch

analysis, we verify that the network is only feasible for energy values between

Minimum hot utility = 600 kW and Maximum hot utility = 5700 kW. We then define

a heat duty interval of 100 kW and a maximum number of iterations of 51 that will be

considered as terminating criteria. The local-optimum HENs are synthesized at

several intervals until reaching the maximum number of iterations. The global

optimum HEN is the local optimal HEN with the lowest TAC of all iterations. The

optimal HEN solution is presented in Fig 4.7.
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Figure 4.7 Our optimal HEN solution of example 3 with theoretical area.
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Figure 4.8 shows that the TAC is monotone increasing and therefore a

minimum TAC exhibit within the range of feasible energy value. In this case, the

minimum TAC takes place at Hot utility = 620 kW with the globally optimal solution

features an annualized cost of $261,140/year. The total CPU time needed to obtain the

solution was

Minimum TAC ($/yr)

19.1 sec.

1600000.0
1400000.0
1200000.0
1000000.0
800000.0
600000.0
400000.0
200000.0

0.0

Hot utility (kW)

Figure 4.8 TAC vs. hot utility for a structure of example 3.

Table 4.9 summarize the results for different number of partitioning

intervals. Our regular global solution is $261,140 per year, which is slightly lower

than the one from literature which is $261,787 per year, although the hot utility duty

consume only 20 kW more. The program then tries to run the global optimization
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with extension 1. The TAC solution is not lower than the previous solution, so the
program stops and report the regular global solution.

By generating a network with the same hot utility range (600 to 5,700 kW),
the base case is used to evaluate the effectiveness of the regular global optimization
method. The base case provides the slightly higher TAC solution than our regular

global optimization result, but with much less CPU time.

Table 4.9 Results for different partitioning interval numbers

Base case Our optimal solution

(i St 1
iteration = 1) que)  Global S from literature

Maximum number of 1 5.100 51

iterations

Minimum Hot Utility (kW) 600 600 600

Maximum Hot Utility (kW) 5,700 5,700 5,700

Defined Heat Duty Interval 5,100 1 100

CPU time 03s 29mSls 19.1s 80.1s

TAC (S/yr) 270,370 261,140 261,140 261,787

Hot Utility (kW) 700.0 620.0 620.0 600

The HEN topology solution from paper of Escobar et al. (2013), the original
research performed optimization by difference approach, SBB (M.R. Bussiek, 2001)
combines a standard Branch and Bound method with some NLP solvers in GAMS.
The values for area are utilized to determine the best HEN global annual cost, which
is $261,787/year with 80.1 sec CPU time. The optimal HEN topology solution with
theoretical area is shown in Figure 4.9. Although, the comparation of HEN topology
solution of the paper and our solution shown in Figure 4.7 are quite similar with four
heat exchanger and two utility devices, but there is a large difference in the TAC

result.
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We calculate Escobar's theoretical area for each heat exchanger by using our

LMTD and area formular, presented in equation 25 to 27. Using Escobar's theoretical

area value, the theoretical TAC of $261,787/year is defined in order to compare with

our theoretical TAC value. Theoretical area data for Escobar and our result are

presented in Table 4.10, our global optimal theoretical TAC is $261,140/year at

maximum number of iterations of 51. Our theoretical TAC solution is slightly lower

than the original literature, the necessary compute time is significantly less,

demonstrating that there are several alternative solutions close to the global optimum.

Table 4.10 Theoretical area for optimal HEN topology from our optimal HEN (a),
base case HEN (b), and Escobar et al., 2013 (c)

(a)

(b)

Item Exchanger Our Result Item Base case
Theoretical Area (m?) Ape 27.2 Fixed cost (S) 20,000
Ayt 183.9 Area cost ($) 110,370
Apcr 104.8 Hot utility cost (S/yr) 140,000
A 164.9 Cold utility cost ($/yr) 10,000
Apa 16.2 TAC Calculation (S/yr) 270,370
Acn 27.0 (c) i
Fixed cost ($) 24,000 Item Exchanger (TE:’C‘::;E: ;:""z":'l';)' SO
Area cost (S) 104,740
Theoretical Area (m?) Aper 17.97
Hot utility cost ($/yr) 124,000
Cold utility cost (S/yr) 8,400 Amca 142.8
TAC Caleulation (S/yr) 261,140 A 299.0
Ancr 67.3
Apmct 15.6
Acin 2238
Fixed cost (S) 24,000
Area cost ($) 109,787
Hot utility cost (S/yr) 120,000
Cold utility cost ($/yr) 8,000
TAC Calculation (S/yr) 261,787
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The example consists of four cold and five hot process streams. This example

is taken from Faria et al. (2015) and the stream data and parameters are given in Table

4.11.

Table 4.11 Data and parameters of example 4 (Faria D., 2015)

Stream T (K) Toue K) h (kW/m’K) FC, (kW/K)
Hl 433.15 366.15 0.06 2.634
H2 522.15 411.15 0.06 3.162
H3 500.15 339.15 0.06 4431
H4 472.15 339.15 0.06 5.319
Cl 333.15 433.15 0.06 2.286
C2 389.15 495.15 0.06 1.824
C3 311.15 494.15 0.06 2.532
C4 355.15 450.15 0.06 5.184
Cs 366.15 478.15 0.06 4.170
HU 544.15 422.15 0.06

CU 311.15 355.15 0.06

Parameters Unit

Cold utility cost (CUcost) $/kW 53349
Hot utility cost (HUcost) $/kW 566167
Fixed cost (Fcost) $ 5291.9
Area cost coefficient (AC) $/m? 77.79
Area cost exponent (AE) - 1.0
Exchanger minimum approach temperature K 10
(EMAT)

Annual interest rate % 0

Life time year 1

The example was solved using a 5-stages superstructure model and assumed

a exchanger minimum temperature approach EMAT of 10 K. Therefore, we verify

that the structure obtained from the optimization is only feasible for values of energy

between minimum hot utility = 0 kW and maximum hot utility = 1,845 kW. These

values can be confirmed using the pinch analysis. We then define a heat duty interval

of 100 kW and a maximum number of iterations of 19 that will be considered as

terminating criteria. The local-optimum HENs are synthesized at several intervals
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until reaching the maximum number of iterations. The optimal HEN solution is

presented in Fig 4.10.

H1 176 kW
433.15K O » 366.15K
2 42 kW 4 kW 8K 192 kW 113 kW
509 K S o 7K
522.15K O O O—X1K O > 411.15K
275 kW
25 2
H3 182 kW 256 kW P27 35515 K
500.15K Ok 0O el 339.15K
JILISK
707 kW
Ha 3845515k
47215 K @—P 339.15K
311LI5K 7
S8k,
37.8m’ s4415K
y 412K ,
433.15K Y O 0k O a 333.15K
422.15K 151 kW, 1.4m? 213.2m?
205.2 m?544.15K
412K C2
495.15K ) 389.15K
422.15K 210 kKW 122 m?
284.9 m*s544.15 K
412K C3
494.15K 4_0 O 31115 K
422.15K* ~
197 kW 128.9 m?
173.8 m%544 15K
412K 376 K C4
450.15 K 4—0 O— O 355.15K
42215k * 2 60.1 m?
275 kW 715 m
307.9 m’s44 15K
( 5 .
478.15K <« Q SLELS O S 366.15K
42215K 72.7 m*

Figure 4.10 Our optimal HEN solution of example 4 with theoretical area.

Figure 4.11 shows that the TAC is monotone increasing and therefore a
minimum TAC exhibit within the range of feasible energy value. In this case, the
minimum TAC takes place at hot utility = 811.8 kW with the globally optimal

solution features an annualized cost of $551,427,124/year.

1,200,000,000.0
1,000,000,000.0
800,000,000.0
600,000,000.0

400,000,000.0

Minimum TAC ($/yr)

200,000,000.0

0.0

O 90 90 O OO0 OO O OO OO OO 0D
O S .S S DSOS S S
TP NS TSRS E S

Hot utility (kW)

Figure 4.11 TAC vs. hot utility for a structure of example 4.
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The optimal TAC obtained in the paper of Faria et al. (2015) is
$99,605,219/year and it was obtained in 108 sec of CPU time. While our global
optimal TAC solution is $551,427,124/year after 73 sec of CPU time. Despite the fact
that the required computational time is less, our best TAC is considerable higher than
the original literature, showing that our optimal solution network is different from the
global optimum.

Table 4.12 summarize the results for different number of partitioning
intervals. Our regular global solution is $551,427,124 per year, which is extremely
higher than the one from literature, due to our hot utility duty consume 660.4 kW
more than the paper. So that makes a large effect on hot utility cost calculation and
the TAC value. This different could be due to the difference in SWS model and the
linearization technique used in the literature. The program then tries to run the global
optimization with extension 1. The TAC solution is not lower than the previous
solution, so the program stops and report the regular global solution. By generating a
network with the same hot utility range (0 to 1,845 kW), the base case is used to
evaluate the effectiveness of the regular global optimization method. The base case
provides slightly lower TAC solution than our regular global optimization result, but

with much less CPU time.

Table 4.12 Results for different partitioning interval numbers

Items g\;j;ic;zfn Global with 1kw interval Our optimal SOI:;:O:: Twith Optimal Results
iteration = 1) (without Extend technique)  Global Ex(:e:d ‘;” from literature

I'\/Iaxi.mum number of 1 1,845 19

1terations

Minimum Hot Utility (kW) 0 0 0

Maximum Hot Utility (kW) 1,845 1,845 1,845

Defined Heat Duty Interval 1,845 1 100

CPU time 3m4S5s 14mé6s Imli3s I m48s

TAC (8/yr) 551,421,924 551,433,624 551,427,124 99,605,219

Hot Utility (kW) 811.8 811.8 811.8 151.4

The HEN topology solution from paper of Faria et al. (2015), the original
research performed optimization by difference approach, modified their bound
contraction methodology for global optimization of bilinear MINLP models to solve

the stage-wise superstructure model for heat exchanger networks. The values for area
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are utilized to determine the best HEN global annual cost, which is $99,605,219/year
with 108 sec CPU time. The optimal HEN topology solution with theoretical area is
shown in Figure 4.12. The comparation of HEN topology solution of the paper and
our solution shown in Figure 4.10 are difference, our topology has 4 more hot utility
units and one more heat exchanger unit. This had a significant impact on the TAC

value and the calculation of hot utility costs.

H1 176 kW

433.15K —Q— > 366.15K
52kW
0.53 Py
T 256w kW
< H2 262 2N 424K 42 kW
522.15K O O > 41115K
116.6 kW
219.5m?__ .
H3 d67kW 130kW e Ny SR
500.15K O—— —0 g 339.15K
311LI5K
138.3 kW
363 kW ‘ 206 kW s65 K 2()3.721}55‘15 K
amask 4 O 04K O—— 339.15K
31115K
433.15K < O WE O €l 3315k
1514 kW B3 2132 m?
205.6 M 544 15
495.15K , 2k O €2 3g0.15K
422.15K 83.2m?
494.15K O Pk O S Ssk
287.1 m2 2523 m?
(380K A C4 .
450.15K <— O O 355.15K
528.5 m? 351.5m?
478.15K <« O S 36615k

618.9 m?

Figure 4.12 Improved topology solution with reduced MINLP from Faria et al.
(2015) with theoretical area.

We calculate Faria’s theoretical area for each heat exchanger by using our
LMTD and area formular, presented in equation 25 to 27. Using Faria’s theoretical
area value, the theoretical TAC of $99,605,219/year is defined in order to compare
with our theoretical TAC value. Theoretical area data for Faria and our result are
presented in Table 4.13, our global optimal theoretical TAC is $551,427,124/year at
number of iterations of 19. Our optimal solution is extremely higher than the original
literature, the necessary compute time is less, demonstrating that our optimal solution
did not close to the global optimum. From Table 4.13, the calculated utility costs for
both hot and cold can be seen to be significantly higher than those found in original

research. As a result of this, the TAC value differs significantly.
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Table 4.13 Theoretical area for optimal HEN topology from our optimal HEN (a),
base case HEN (b), and Faria et al. (2015) (c)

§6¢629285¢€

0T bas / zpigsivT 995zL08T :avex / stseu eoctorecys stseuzt o |||

@ ®)
Item Exchanger Our Result Item Base case
Theoretical Area (m?) Ap.c2 12.2 Fixed cost ($) 74,086
Amscas 71.5 Area cost (8) 165,993
Al 1.4 Hot utility cost ($/yr) 52,388,718
Am.cs 128.9 Cold utility cost ($/yr) 498,793,127
Appocs 7.7 TAC Calculation ($/yr) 551,421,924
213.2
Aucr (c) Topology from
Ampca 60.1 Item Exchanger literature Faria et al.
Aus.cu 252.7 (Z015)
Theoretical Area (m?) Ay, ) 433
Apacu 378.4 ==
Amp.cs 287.1
At 37.8 3
Appscs 618.9
Anvca 205.2 B-C!
Anaca 528.5
Anu.ca 284.9
Ancr 2132
Ajuca 173.8
Ao 83.9
Agu.cs 307.9 T
. 351.5
Fixed cost ($) 74,086 Amcs
Area cost (5) 171,193 Ancs 254.0
Hot utility cost ($/yr) 52,388,718 Apz.cu 219.8
Cold utility cost ($/yr) 498,793,127 Apscu 264.1
TAC Calculation ($/yr) 551,427,124 Apu.ca 207.2
Fixed cost (S) 58,211
Area cost (S) 237,862
Hot utility cost ($/yr) 13,595,992
Cold utility cost ($/yr) 85,713,154
TAC Calculation ($/yr) 99,605,219
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4.5 Example 5 (Mistry M, 2016)

The example consists of five cold and five hot process streams. This example
is taken from Mistry et al. (2016) and the stream data and parameters are given in

Table 4.14.

Table 4.14 Data and parameters of example 5 (Mistry M, 2016)

Stream T, (K) T, (K)  hE&WmMK) FC, (kW/K)

HI 160.0 933 1.7 8.8

H2 248.9 137.8 1.7 10.6

H3 226.7 65.6 1.7 14.8

H4 271.1 148.9 1.7 12.6

HS 198.9 65.6 1.7 17.7

Cl1 60.0 160.0 1.7 7.6

C2 115.6 221.7 1.7 6.1

C3 37.8 211.1 1.7 8.4

C4 82.2 176.7 1.7 17.3

C5 93.3 204.4 1.7 13.9
HU 240.0 240.0 34

CU 25.0 40.0 1.7

Parameters Unit

Cold utility cost (CUcost) $/kW 10
Hot utility cost (HUcost) $/kW 200
Fixed cost (Fcost) $ 4000
Area cost coefficient (AC) $/m? 146
Area cost exponent (AE) - 0.6
Exchanger minimum approach K 10
temperature (EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 5-stages superstructure model and assumed
an exchanger minimum temperature approach EMAT of 10 K. Therefore, we verify
that the structure obtained from the optimization is only feasible for values of energy
between Minimum hot utility = 0 kW and Maximum hot utility = 6,042 kW. These
values can be confirmed using the pinch analysis. We then define a heat duty interval
of 100 kW and a maximum number of iterations of 61 that will be considered as

terminating criteria. The local-optimum HENs are synthesized at several intervals
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The optimal
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HEN solution is

presented in Fig 4.13.
587 kW
Ty 40K
1600k H1 O—» 933K
477 530 kW 1K
<o 64T KW
2489 K H2 5 » 1378K
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s 1456 kW - O ok
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29 1014 kW 25K
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5 234 kW ¥ 40K
98,9k B3 270 BK_(~ 65.6K
l I 25K°
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2 221 K
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Figure 4.13 Our optimal HEN solution of example 5 with theoretical area.

Figure 4.14 shows that the TAC is monotone increasing and therefore a

minimum TAC exhibit within the range of feasible energy value. In this case, the

minimum TAC takes place at Hot utility = 100 kW with the globally optimal solution

features an annualized cost of $112,447/year.

1400000.0
1200000.0
1000000.0
800000.0
600000.0
400000.0

200000.0

Minimum TAC ($/yr)

Hot utility (kw)

Figure 4.14 TAC vs. hot utility for a structure of example 5.
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The optimal TAC obtained in the paper of Mistry et al. (2016) is
$64,138/year and it was obtained in 9,600s of CPU time. While our global optimal
TAC solution is $112,447/year after 16.8 s of CPU time. Despite the fact that the
required computational time is significantly less, our best TAC is two times bigger
than the original literature, showing that our optimal solution network is significantly
different from the global optimum.

Therefore, we further expand our global optimization approach by solving
for less TAC between minimum hot utility = 0 kW and maximum hot utility = 200
kW with a smaller heat duty interval of 10 kW. A maximum number of iterations of
21 that will be considered as terminating criteria. The local-optimum HENs are
synthesized at several intervals until reaching the maximum number of iterations. The
global optimum HEN is the local optimal HEN with the lowest TAC of all iterations.
The example was resolved using a 5-stages superstructure and assumed a minimum
temperature approach EMAT of 10 K. The extension 1 HEN solution is presented in
Fig 4.15.

587 kW

73m sk

160.0x _H1 O—» 933K
642 kW (o9 25K 7
5.6 KW 186KW | 344kW 160
2489k H2 O—2K (0 BIK 'y » 1378K
836 kW
16.6m* . .
H3 1544 kW 1K 0K
226.7K O { 65.6K
25K 7
1590 kW
2711k e > 1489K
r 599 kW
3.98 39?\'(“’ 1269 kW 14.3 133 WK
1989k H3 {m" O oskw [wax O—> 65.6K
20 kW ~ C 25K
02m? 540k . ok 095
' 157 2
160.0 K 4—0 8 O o) €l 600K
240K 89m? 7.8m?
- 21K
VITK < O O €2 156K
0.2m* 49.3 m?
211K « O 188 K. O c3 378K
55m? 524 m’
176.7K < 'e) 8K O G ok
23.6 m? 22 m?
2044K < O S 933k

71.2m?

Figure 4.15 The optimal HEN solution of example 5 - extend 1.
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After 9.2 sec CPU time, we get the minimum TAC takes place at hot utility =
20 kW with the globally optimal solution features an annualized cost of $85,809/year

as shown in Figure 4.16.

140000.0
120000.0
100000.0 /
80000.0
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40000.0

Minimum TAC ($/yr)

20000.0

0.0

SRR I N N R R N R NI R N RN
DTS A S FH PSSO S

Hot utility (kW)

Figure 4.16 TAC vs. hot utility for a structure of example 5- extend 1.

For the second extension, we expand our global optimization approach by
solving for less TAC between minimum hot utility = 0 kW and maximum hot utility =
40 kW with a smaller heat duty interval of 1 kW. A maximum number of iterations of
40 that will be considered as terminating criteria. The local-optimum HENs are
synthesized at several intervals until reaching the maximum number of iterations. The
global optimum HEN is the local optimal HEN with the lowest TAC of all iterations.
The example was resolved using a 5-stages superstructure and assumed a minimum
temperature approach EMAT of 10 K. The optimal HEN solution is presented in Fig
4.17.
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Figure 4.17 The optimal HEN solution of example 5 - extend 2.

47

933K

1378 K

65.6 K

148.9K
65.6K

60.0 K
1156 K
37.8K
822K

933K

After 10.4 sec CPU time, we get the minimum TAC takes place at hot utility

near 0 kW with the globally optimal solution features an annualized cost of

$73,434/year as shown in Figure 4.18.
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Figure 4.18 TAC vs. hot utility for a structure of example 5- extend 2.



§6¢629285¢€

o1 thes / zviceivt secziost taver / steeun eoctotasss steouzt oo ||

48

Table 4.15 summarize the results for different number of partitioning
intervals. Our regular global solution is $112,447 per year at hot utility 100 kW,
which is two times higher than the one from literature. However, by decreasing the
heat duty interval from 100 to 1 kw through the first step until the last extension step,
our global optimization with extension significantly lowers the objective TAC value
from $112,447 to $73,434 per year. The program tries to run the global optimization
with extension 1. The TAC solution is much lower than previous solution with
$85,809 per year at hot utility 20 kW, still higher than the one from literature. The
program then continues running the global optimization with extension 2. The
extension 2 solution is lower than previous solution with $73,434 per year at hot
utility near 0 kW, but still higher than the one from literature. The program continues
running the global optimization with extension 3, but TAC solution is not lower than
the previous solution, so the program stops and report the extension 2 global solution.

Our computational time summation is 36.4 second, substantially lower than the paper.

Table 4.15 Results for different partitioning interval numbers

Base case . . Our optimal solution X

Items (Maxi Global with 1kw interval - - Optimal Results
(Maximum (without Extend technique)  Global Global with  Global with  from literature
iteration = 1) Extend 1 Extend 2

Maximum number of 1 6.042 61 20 40

iterations

Minimum Hot Utility (kW) 0 0 0 0 0

Maximum Hot Utility (kW) 6,042 6,042 6,042 200 40

Defined Heat Duty Interval 6,042 1 100 10 1

CPU time 02s 37m4ss 168 s 9.2s 104s 9,600 s

TAC (Syr) 121,672 85,534 112,447 85,809 73,434 N/A

Hot Utility (kW) 200 2 100 20 le-4 N/A

By generating a network with the same hot utility range (0 to 6,042 kW), the
base case is used to evaluate the effectiveness of the regular global optimization
method. The base case shown in fig 4.19, presents a higher TAC solution than our
regular global optimization result, demonstrating the efficiency of our method in
achieving the optimal solution. To examine the effectiveness of the global
optimization with extension, the global optimization with 1 kW interval is run without
applying our extension technique. The TAC solution is $85,534 per year, higher than

our extension 2 result with much higher computational time, demonstrating how our
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global optimization with extension is more effective in terms of both the

computational time and the objective value.

J 40K
1600k H1 O a3k

634 kW 5K
- ST s44 kW
2489 K O » 137.8K
1289 k\\:’
s 1091 kW ) 24 ok
2267K STYET O LELS (O)—» esok
91 23K
7.45
629 kW
2711k 4 O > 1489K
826 kW 6w
3 O V
447 kW 9.18 760 KW 9.1 m?
174K ' N 40K
198.9K -H3 T I WE( 65.6K
25K
160.0K < O €l 60k
2(;051\;]\:: J\ 48.8 m?
/ 189K
217K 4—0 O € 56k
}:/ 9.2 m?
240K <
211.1K < O S O S 318k
242 m’ 23.3m?
176.7K —O G gk
‘ 10.1 m?
11.54
O
L 139K 20.5m? Cs
2044K < O O = 933K

35.7m? 10.3 m?

Figure 4.19 HEN solution of base case.

The HEN topology solution from paper of Mistry et al. (2016), the original
research performed optimization by difference approach. This study did not present
the optimal HEN configuration; therefore, we were unable to determine the theoretical
area for each heat exchanger by using our LMTD and area formular, presented in
equation 25 to 27. Theoretical area data for Mistry and our global optimal theoretical
TAC is $73,434/year at maximum number of iterations of 40. Although the extend 2
model results show a significant decrease in the global TAC value compared to the
previous computation, our best TAC is still substantially larger than the original
literature even though the necessary compute time is significantly less. As shown in
Table 4.16, our optimal solution using the extension technique is significantly lower

than the base case, owing primarily to lower hot utility costs.
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Table 4.16 Result for optimal HEN topology from our optimal HEN (a), base case
HEN (b), Mistry et al. (2016) (c)

(a) (b)
Item Exchanger Our Result Item Exchanger Base case
Theoretical Area (m?) Apac 7.6 Theoretical Area (m?) Apscs 24.2
Anacs 324 Ayacs 35.7
A2 309 Aps.c2 19.2
Am.cs 8.3 Apca 10.1
—_— Apsca 40.1 Apcs 10.3
w
== Apsct 43 Apsca 215
N e—
R = Ags.cs 120.1 Anscr 48.8
S —
© — Acanu 4.8¢-6 Aps.c3 233
—
— Aqicu 7.5 Acayu 5.5
a Ap.cu 17.6 Agicu 7.5
N Aps.cu 124 Aps.cu 214
- Fixed cost (5) 44,000 Auscu 9.1
= :
8 Area cost ($) 9,424 Fixed cost ($) 48,000
;' Hot utility cost ($/yr) 0 Area cost ($) 11,662
o Cold utility cost (S/yr) 20,010 Hot utility cost ($/yr) 40,000
f} TAC Calculation ($/yr) 73,434 Cold utility cost ($/yr) 22,010
©
5 TAC Calculation ($/yr) 121,672
hrt
o © Topology from literat
opology from literature
w Ltens Exchanger —y; iry et al. (2016)
o+
g Theoretical Area (m?) /A N/A
2. Fixed cost ($) N/A
9}
Area cost ($) N/A
~
= Hot utility cost ($/yr) N/A
g Cold utility cost ($/yr) N/A
S TAC Calculation ($/yr) N/A
=
©
o
-
N
o
o
o
=
D
o
o
oD
N
~
[0}
(0]
Q
—
o
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4.6 Example 6 (M. M. Daichendt, 1993)

The example consists of five cold and five hot process streams. This example
is taken from Daichendt et al. (1993) and the stream data and parameters are given in

Table 4.17.

Table 4.17 Data and parameters of esxample 6 (M. M. Daichendt, 1993)

Stream T (K) Toue (K) h (kWm’K) FC, (kW/K)
H1 500 340 1.6 15
H2 460 400 1.6 3
H3 440 400 1.6 8
H4 350 310 1.6 9
HS 350 320 1.6 5

Cl 300 340 1.6 8

C2 340 360 1.6 15
C3 340 400 1.6 8
C4 380 460 1.6 4
Cs 460 560 1.6

HU 580 580 1.6

CU 300 320 1.6

Parameters Unit

Cold utility cost (CUcost) $/kW 10
Hot utility cost (HUcost) $/kW 125
Fixed cost (Fcost) $ 900
Area cost coefficient (AC) $/m? 300
Area cost exponent (AE) - 1.0
Exchanger minimum approach temperature K 10
(EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 5-stages superstructure model and assumed
a exchanger minimum temperature approach EMAT of 10 K. Therefore, we verify
that the structure obtained from the optimization is only feasible for values of energy
between minimum hot utility = 390 kW and maximum hot utility = 2,020 kW. These
values can be confirmed using the pinch analysis. We then define a heat duty interval
of 100 kW and a maximum number of iterations of 17 that will be considered as

terminating criteria. The local-optimum HENSs are synthesized at several intervals
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until reaching the maximum number of iterations.

presented in Fig 4.20.
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Figure 4.20 Our optimal HEN solution of example 6 with theoretical area.
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The optimal HEN solution is

Figure 4.21 shows that the TAC is monotone increasing and therefore a

minimum TAC exhibit within the range of feasible energy value. In this case, the

minimum TAC takes place at hot utility = 420 kW with the globally optimal solution

features an annualized cost of $111,491/year.
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Figure 4.21 TAC vs. hot utility for a structure of example 6.

The optimal TAC obtained in the paper of Daichendt et al. (1993) is
$110,848/year and it was obtained in 2,252 sec of CPU time. While our global
optimal TAC solution is $111,491/year after 12.7 sec of CPU time. Despite the fact
that the required computational time is significantly less, our best TAC is slightly
higher than the original literature, showing that our optimal solution network is fairly

different from the global optimum.

Therefore, we further expand our global optimization approach by solving
for less TAC between minimum hot utility = 390 kW and maximum hot utility = 500
kW with heat duty interval of 10 kW. A maximum number of iterations of 11 that will
be considered as terminating criteria. The local-optimum HENs are synthesized at
several intervals until reaching the maximum number of iterations. The global
optimum HEN is the local optimal HEN with the lowest TAC of all iterations. The
optimal HEN solution is presented in Fig 4.22.
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Figure 4.22 The optimal HEN solution of example 6 - extend 1.
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As we use less intervals, the maximum number of iterations tends to

diminish and the time decrease. After 6.6 sec CPU time, we get the minimum TAC

takes place at hot utility = 420 kW with the globally optimal solution features an

annualized cost of $110,869/year as shown in Figure 4.23.

Minimum TAC ($/yr)

Figure 4.23
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110000.0
108000.0
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470.0

480.0

490.0

TAC vs. hot utility for a structure of example 6- extend 1.
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Table 4.18 summarize the results for different number of partitioning
intervals. Our regular global solution is $111,491 per year, which is higher than the
one from literature. However, by decreasing the heat duty interval from 100 to 10 kw
through the first step until the last extension step, our global optimization with
extension significantly lowers the objective TAC value from $111,491 to $110,869
per year. The program tries to run the global optimization with extension 1. The TAC
solution is much lower than previous solution with $110,869 per year, still slightly
higher than the one from literature with $110,848 per year. The hot utility duty is
equality at 420kW. The program then continues running the global optimization with
extension 2, but TAC solution is not lower than the previous solution, so the program
stops and report the extension 1 global solution. Our computational time summation is

19.1 second, substantially lower than the paper.

Table 4.18 Results for different partitioning interval numbers

Base case . ) Our optimal solution .

Items (Maximum Global with 1kw interval R Optimal Results

i i wi .

iteration= 1) (without Extend technique)  Global Extond 1 from literature

Maximum number of 1 1,630 17 1

iterations

Minimum Hot Utility (kW) 390 390 390 390

Maximum Hot Utility (kW) 2,020 2,020 2,020 500

Defined Heat Duty Interval 1,630 1 100 10

CPU time 1.2s 12m49s 12.7 s 6.6s 2,252s

TAC (8/yr) 111,520 110,869 111,491 110,869 110,848

Hot Utility (kW) 420.0 420.0 420.0 420.0 420.0

By generating a network with the same hot utility range (390 to 2,020 kW),
the base case is used to evaluate the effectiveness of the regular global optimization
method. The base case shown in Fig 4.24, presents a higher TAC solution than our
global optimization with extension 1 result, demonstrating the efficiency of our
method in achieving the optimal solution. To examine the effectiveness of the global
optimization with extension, the global optimization with 1 kW interval is run without
applying our extension technique. The TAC solution is $110,869 per year, exact same

as our extension 1 result with much higher computational time, demonstrating how
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our global optimization with extension is more effective

computational time and the objective value.
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Figure 4.24 HEN solution of base case.
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The HEN topology solution from paper of Daichendt et al. (1993), the

original research performed optimization by difference approach, modified reduced

superstructures and improved robustness by elimination of poor solutions for HENS.

The values for area are utilized to determine the best HEN global annual cost, which

is $110,848/year with 2,252.0 sec CPU time. The optimal HEN topology solution

with theoretical area is shown in Figure 4.25. The comparation of HEN topology

solution of the paper and our extension 1 solution shown in Figure 4.22 are similar

with six heat exchanger units and three utility units at exact same stream. As a result,

our TAC results and paper are exceptionally comparable.
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Figure 4.25 Improved topology solution with reduced MINLP from Daichendt et al.

(1993) with theoretical area.

our LMTD and area formular, presented in equation 25 to 27. Using Daichendt’s
theoretical area value, the theoretical TAC of $110,848/year is defined in order to
compare with our theoretical TAC value. Theoretical area data for Daichendt and our
result are presented in Table 4.19. Our global optimal theoretical TAC is
$110,869/year at number of iterations of 11, which is slightly higher than the original
literature due to the difference in area cost, the necessary compute time is

significantly less, showing that our optimal solution network is close to the global

optimum while requiring significantly less computational time.
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We calculate Daichendt’s theoretical area for each heat exchanger by using
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Table 4.19 Result for optimal HEN topology from our optimal HEN (a), base case
HEN (b), Daichendt et al. (1993) (c)

(a)

Item Exchanger Our Result ® Item Exchanger Base case
Theoretical Area (m?) Apres 12.8 Theoretical Area (m?) Aprcs 12.8
Apiics 7.7 Ajca 10.9
Ayie 1.6 Aqrco 1.5
Anics 79 Anica 6.9
A2 29 A2 28
Al 4.0 Apscl 4.0
Apsiu 113 Apsu 11.3
Apicu 239 Anicu 239
Anacu 247 Anacu 24.7
Ans.cu 7.6 Ans.cu 7.6
Fixed cost (S) 9,000 Fixed cost ($) 9,000
Area cost ($) 31,269 Area cost ($) 31,920
Hot utility cost ($/yr) 52,500 Hot utility cost ($/yr) 52,500
Cold utility cost ($/yr) 18,100 Cold utility cost ($/yr) 18,100
TAC Calculation ($/yr) 110,869 TAC Calculation ($/yr) 111,520
()

Topology from literature

ftem Exchanger Daichendt et al. (1993)
Theoretical Area (m?) Ayrcs 12.870
Aycs 7.686
Ayca 4.389
Apacs 3.347
Aqrc 4.310
Ayt 4.000
Aysu 11.281
Ayicu 23.956
Ang.cu 24.718
Ays.cu 7.602
Fixed cost ($) 9,000
Area cost ($) 31,248
Hot utility cost ($/yr) 52,500
Cold utility cost ($/yr) 18,100
TAC Calculation ($/yr) 110,848
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4.7 Example 7 (Pavao LV C. C., 2016)
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The last example consists of six cold and fore hot process streams. This

example is taken from Pavao et al. (2016). The stream data and parameters are given

in Table 4.20.

Table 4.20 Data and parameters of example 7

Stream T, (K) Toue (K) h (kW/m’K) FC, (kW/K)
Hl 85 45 0.05 156.3
H2 120 40 0.05 50
H3 125 35 0.05 239
H4 56 46 0.05 1250
HS 90 85 0.05 1200
H6 225 75 0.05 50
Cl1 40 55 0.05 466.7
C2 55 65 0.05 600
C3 65 165 0.05 180
C4 10 170 0.05 81.3
HU 200 199 0.05

CU 15 25 0.05

Parameters Unit

Cold utility cost (CUcost) $/kW 15
Hot utility cost (HUcost) $/kW 100
Fixed cost (Fcost) $ 8000
Area cost coefficient (AC) $/m> 60
Area cost exponent (AE) - 1.0
Exchanger minimum approach temperature K 1
(EMAT)

Annual interest rate % 0
Life time year 1

The example was solved using a 4-stages superstructure model and assumed
a exchanger minimum temperature approach EMAT of 10 K. Therefore, we verify
that the structure obtained from the optimization is only feasible for values of energy
between minimum hot utility = 11,205 kW and maximum hot utility = 44,008 kW.
These values can be confirmed using the pinch analysis. We then define a heat duty
interval of 1,000 kW and a maximum number of iterations of 33 that will be

considered as terminating criteria. The local-optimum HENs are synthesized at
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several intervals until reaching the maximum number of iterations. The optimal HEN

solution is presented in Fig 4.26.
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Figure 4.26 Our optimal solution network of example 7 with theoretical area.
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Figure 4.27 shows that the TAC is fluctuating and tend to increase with the

energy value. The minimum TAC exhibit within the range of this feasible energy

value, takes place at hot utility =

features TAC of $6,222,161/year.

19,224 kW with the globally optimal solution
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Figure 4.27 TAC vs. hot utility for a structure of example 7.

The optimal TAC obtained in the paper of Pavao et al. (2016) is $
5,788,187/year. While our global optimal TAC solution is $6,222,161/year with 3 min
44 sec of CPU time. Our best TAC is significantly higher than the original literature,

showing that our optimal solution network is fairly different from the global optimum.

Therefore, we further expand our global optimization approach by solving
for less TAC between minimum hot utility = 17,000 kW and maximum hot utility =
23,200 kW with heat duty interval of 200 kW. A maximum number of iterations of 31
that will be considered as terminating criteria. The local-optimum HENs are
synthesized at several intervals until reaching the maximum number of iterations. The
global optimum HEN is the local optimal HEN with the lowest TAC of all iterations.
The example was resolved using a 4-stages superstructure and assumed a minimum
temperature approach EMAT of 10 K. The optimal HEN solution is presented in Fig
4.28.
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Figure 4.28 The optimal HEN solution of example 7 - extend 1.
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As we use less intervals, the maximum number of iterations tends to

diminish and the time decrease. After 1 min 3 sec of CPU time, we get the minimum

TAC takes place at hot utility = 18,600 kW with the globally optimal solution features
TAC of 5,960,899/year as shown in Figure 4.29. While the optimal TAC obtained in
the paper of Pavao et al. (2016) is § 5,788,187/year. The extend 1 model results show

a significant decrease in the global TAC value compared to the previous computation.

Although our best TAC 1is still slightly larger than the original literature,

demonstrating that there are several alternative solutions close to the global optimum.
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Figure 4.29 TAC vs. hot utility for a structure of example 7- extend 1.

Table 4.21 summarize the results for different number of partitioning
intervals. Our regular global solution is $6,222,161 per year, which is higher than the
one from literature. However, by decreasing the heat duty interval from 1,000 to 200
kw through the first step until the last extension step, our global optimization with
extension significantly lowers the objective TAC value from $6,222,161 to
5,960,899$ per year. The program tries to run the global optimization with extension
1. The TAC solution is much lower than previous solution with $5,960,899 per year,
still slightly higher than the one from literature with $5,788,187 per year. The
program then continues running the global optimization with extension 2, but TAC
solution is not lower than the previous solution, so the program stops and report the

extension 1 global solution.

Table 4.21 Results for different partitioning interval numbers

Our optimal solution
— ?;l:;cr:ifn Global with 1kw interval 2 Clobalwip — Optimal Results
i i obal wi i
iteration=1) (without Extend technique)  Global Extend 1 from literature
Maxi}num number of 1 32.803 33 31
iterations
Minimum Hot Utility (kW) 11,205 11,205 11,205 17,000
Maximum Hot Utility (kW) 44,008 44,008 44,008 23,200
Defined Heat Duty Interval 32,803 1 1,000 200
CPU time 29.4s S5h59mli8s 3mé44s Im3s N/A
TAC ($/yr) 6,365,859 5,945,951 6,222,161 5,960,899 5,788,187

Hot Utility (kW) 18,842 19,295 19,224 18,600 20,320
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By generating a network with the same hot utility range (11,205 to 44,008
kW), the base case is used to evaluate the effectiveness of the regular global
optimization method. The base case shown in Fig 4.30, presents a higher TAC
solution than our global optimization result, demonstrating the efficiency of our
method in achieving the optimal solution. To examine the effectiveness of the global
optimization with extension, the global optimization with 1 kW interval is run without
applying our extension technique. The TAC solution costs $5,945,951 per year, which
is slightly less than our extension 1 result, but comes with a much longer
computational time. This demonstrating how our global optimization with extension
is more effective in terms of both the computational time and the objective value.
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Figure 4.30 HEN solution of base case.

The HEN topology solution from paper of Pavao et al. (2016), the original
research performed optimization by difference approach, hybrid meta-heuristic
method and simple Simulated Annealing approach is used for the combinatorial level,
while a strategy named rocket fireworks optimization is developed and applied to the
continuous domain. The algorithm was written in C++. The values for area are
utilized to determine the best HEN global annual cost, which is § 5,788,187/year. The

optimal HEN topology solution with theoretical area is shown in Figure 4.31. The
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comparation of HEN topology solution of the paper and our extension 1 solution
shown in Figure 4.28 are quite different, although our hot utility duty consumes 1720
kW less than the paper but our TAC solution is significantly larger.
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Figure 4.31 Improved topology solution with reduced MINLP from Pavao et al.
(2016) with theoretical area.

We calculate Pavao’s theoretical area for each heat exchanger by using our
LMTD and area formular, presented in equation 25 to 27. Using Pavao’s theoretical
area value, the theoretical TAC of $5,788,187/year is defined in order to compare
with our theoretical TAC value. Theoretical area data for Pavao and our result are
presented in Table 4.22. Our global optimal theoretical TAC is $5,960,899/year at
number of iterations of 31. The extend 1 result show a significant decrease in the
global TAC value compared to the previous computation. Although our best TAC is
still slightly larger than the original literature, demonstrating that there are several
alternative solutions close to the global optimum. However, our optimal solution with

extension technique is much lower than the base case, mainly lower in area cost.
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Table 4.22 Result for optimal HEN topology from our optimal HEN (a), base case
HEN (b), Pavao et al. (2016) (c)

(a)

Item Exchanger Our Result ® Item Exchanger Base case
Theoretical Area (m?) Appcy 3716.0 Theoretical Area (m?) Aysca 333.7
Anoca 2016.4 Aps.cr 843.4
Anrcs 1073.5 Anecs 2414.1
Apsca 2165.6 Apca 1986.4
Ayl 7242.4 Az 1215.6
Anrca 21972 As.ca 7751.0
Aps.cn 8748.2 Agecs 51453
Anecs 4789.0 Amer 17257.6
Aqrcs 2033.0 Apacs 3401.8
o— 8730.5 Auscs 939.5
Acarw 3093.6 Acsaw 6471.6
Ampcu 1392.0 Acar 5244.5
Amcu 8117 Ap.cu 2433.6
Angcu 14957.1 Anacu 14080.3
Fixed cost ($) 122,000 Fixed cost ($) 112,000
Area cost ($) 3,784,104 Area cost ($) 4,171,104
Hot utility cost ($/yr) 1,859,900 Hot utility cost ($/yr) 1,884,200
Cold utility cost ($/yr) 194,895 Cold utility cost ($/yr) 198,555
TAC Calculation ($/yr) 5,960,899 TAC Calculation ($/yr) 6,365,859
© Item Fohan Topology from literature
= Pavao et al. (2016)
Theoretical Area (m?) Ao 1040.5
Anecs 2679.9
Auscr 3475.6
Ays.co 4049.3
Anoca 2397.5
Ay 5693.3
App.cs 3811.8
Ascs 25212
Agrcu 2891.3
Anscu 16129.0
Acai 7900.4
Acanu 4707.8
Fixed cost ($) 96,000
Area cost ($) 3,437,520
Hot utility cost ($/yr) 2,032,000
Cold utility cost ($/yr) 222,667
TAC Calculation ($/yr) 5,788,187
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CHAPTER 5
CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

This study proposes a global optimization strategy for the synthesis of HEN,
which must be applied to numerous industrial processes requiring heat integration to
save energy. For small problems of example 1,2, and 3, the methods used in our work
generate optimal HEN solutions using less computational time with TACs close to the
global ones from literatures. The large problems of example 5 to 7 are solved by our
global optimization with extension technique and it generates global-optimum HENs
with larger TAC than ones from literatures. However, the optimal results from
example 4 are significantly larger in TAC than the literature. It could be due to
differences in the stage-wise superstructure model and the linearization technique
used in the literature. Our Global optimization performance could be improved by
lowering the problem's computational complexity. Implementing further
thermodynamic theory-based constraints to tighten the convex relaxation is another
technique that may be beneficial to improve the algorithm's performance. All these

initiatives are part of ongoing work.

5.2 Recommendations

Consider Example 4 to be our challenging case. Previously, we obtained
infeasible results and reduced gradient less than tolerance. Since the initial value was
far from the converging point, the relaxed NLP was infeasible. We must test our
model to ensure that it solves correctly as an RMINLP model. Despite our
computational time being substantially smaller, the literature's results are marginally

better than ours.
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EXAMPLE 7 GAMS CODE

Stage-wise superstructure model
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Binary variables

Sets
I hot streams /H1, H2, H3, H4, HS5, H6/
J cold streams /C1, C2, (3, C4/
K stage NO. /K1, K2, K3, K4, K5/ ;
Parameter
TinI(I) K /H1 =85 , H2 =128 , H3 =125 , H4 =56 , HS5 =98 , H6 =225 /
TinJ(3) K /C1 =40 , C2 =55 , (3 =65 , C4 =10 /
ToutI(I) K /H1 =45 , H2 =40 , H3 =35 , H4 =46 , HS5 =85, H6 =75 /
ToutJ(3) K /C1 =55 , C2 =65 , C3 =165 , C4 =170 /
FcpI(I) kW per K /H1 =156.3 , H2 =58 , H3 =23.9 , H4 =125@ , HS =1200 , H6 =50 /
Fcpl(3) kW per K /C1 =466.7 , C2 =680 , C3 =180 , C4 =81.3 /
hI(I) kW per m2*K /H1 =0.05 , H2 =0.85 , H3 =0.85 , H4 =0.05 , HS =0.85 , H6 =0.05 /
h3(3) kW per m2*K /C1 =0.85 , C2 =0.05 , C3 =0.05 , (4 =0.05 /
EMAT HE minimum approch temperature (K) /1/
OMEGAI(I) upper bound for HE
OMEGAJ(J) upper bound for HE
GAMMA(I,J) upper bound for temp different
Thuin Temp inlet for Hot Utility (K) /20@/
Thuout Temp outlet for Hot Utility (K) /199/
Tcuin Temp inlet for Cold Utility (K) /15/
Tcuout Temp outlet for Cold Utility (K) /25/
u overall heat transfer coeff for HE (kW per m2*K) /@.825/
Uc overall heat transfer coeff for coldU (kW per m2*K) /@.825/
Uh overall heat transfer coeff for HotU (kW per m2*K) /@.825/
Fcost Unit fixed cost (Dollar) /3eee/
HUcost Hot utility cost coeff (Dollar per kW) /100/
CUcost Cold utility cost coeff (Dollar per kW) /15/
AC Area cost coefficient ($ per m2) /68/
AE Area cost exponential /1/
Variables
dt(I1,3,K) approach temperature
dtcu(I) approach temperature between cold utility and hot stream
dthu(3) approach temperature between hot utility and cold stream
q(I,3,K) heat exchanged between hot I and cold J
qcu(I) heat exchanged between cold utility and hot I
qhu(3) heat exchanged between hot utility and cold J
ti(I,K) temperature of hot stream I at hot end of stage K
t3(3,K) temperature of cold stream J at hot end of stage K
z(I1,3,K) exchanger matching between hot I and cold J at stage K
zcu(I) cold utility matching with hot I
zhu(J) hot utility matching with cold J
Zz TAC when fixed E
qcs Vary sum cold utility
ghs Range sum Hot utility
A(I,3,K) area of heat exchangers
TA sum of area of heat exchangers only
Acost area cost for heat exchanger only
Acu(I) cold utility area
Ahu(3) hot utility area
AUcost area cost for utilities only ;
Positive variables dt(I1,3,K), dtcu(I), dthu(l), q(I,3,K), qcu(I), qhu(d), ti(I,K), tj(3,K), A(I,I,K)

z(I1,3,K), zcu(I), zhu(J) ;
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Equations
MINU objective function minimize utilities and matching
HOTI(I) heat balance in hot streams I
CoLD3(J) heat balance in cold streams J
HOTK1(I) heat balance of hot at stage K1
HOTK2(I) heat balance of hot at stage K2
HOTK3(I) heat balance of hot at stage K3
HOTK4(I) heat balance of hot at stage K4
COLDK1(3J) heat balance of cold at stage K1
COLDK2(3J) heat balance of cold at stage K2
COLDK3(3J) heat balance of cold at stage K3
COLDK4(3J) heat balance of cold at stage K4
TINHOT(I) hot temperature in
TINCOLD(J) cold temperature in
FEHOTK1(I) feasibility of hot temperature at stage K1
FEHOTK2(I) feasibility of hot temperature at stage K2
FEHOTK3(I) feasibility of hot temperature at stage K3
FEHOTK4(I) feasibility of hot temperature at stage K4
FECOLDK1(3J) feasibility of cold temperature at stage K1
FECOLDK2(J) feasibility of cold temperature at stage K2
FECOLDK3(J) feasibility of cold temperature at stage K3
FECOLDK4(3J) feasibility of cold temperature at stage K4
FEHOTOUT(I) feasibility of hot temperature out
FECOLDOUT(J) feasibility of cold temperature out
HOTU(T) hot utility load
COLDU(J) cold utility load
LogicK1(I,J) logical constraint at stage K1
Logick2(I,J) logical constraint at stage K2
LogicK3(I,J) logical constraint at stage K3
Logick4(I,J) logical constraint at stage K4
LogicHOT(J) logical constraint hot utility
LogicCOLD(I) logical constraint cold utility

Equations
ApproK1(I,J) approach temperature at stage K1
AApproK1(I,J) the other approach temperature at stage K1
ApproK2(I1,3) approach temperature at stage K2
AApproK2(I,J) the other approach temperature at stage K2
ApprokK3(I,J) approach temperature at stage K3
AApproK3(I,J) the other approach temperature at stage K3
ApproK4(I,J) approach temperature at stage K4
AApproK4(I,J) the other approach temperature at stage K4
Approdthu(3,K)
Approdtcu(I,K)
EMATdt(I,J,K) exchanger minimum approach temperature constraint
qcsum,ghsum sum utility

**For Area Cost™**
AreakKl1(I,J)
Areak2(I,J)
Areak3(I,J)
Areak4(I,d)

TotalArea
Areacost

AreaCU(I)
AreaHU(J)
AreaUcost

area of heat exchangers at stage K1
area of heat exchangers at stage K2
area of heat exchangers at stage K3
area of heat exchangers at stage K4

summation of area of heat exchangers

69
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MINU .. ZZ =e= CUcost*sum(I,qcu(I)) + HUcost*sum(J,ghu(J))

+ Fcost*sum((I,J,K),z(I,3,K)) + Fcost*sum(I,zcu(I)) + Fcost*sum(J,zhu(J3))
+ sum((I,3,K), (AC*((A(T,3,K))* AE)))

+ sum((I), (AC*((Acu(I))**AE))) + sum((3),(AC*((Ahu(3))**AE))) ;

HOTI(I) +. (TinI(I)-ToutI(I))*FcpI(I) =e= sum((3I,K),q(I,I,K))+qcu(I) ;

ICOLDI(3) .. (Toutd(3)-Tind(J3))*Fcpl(I) =e= sum((I,K),q(I,I,K))+qhu(d) ;

HOTK1(I) .. (Ei(I,'K1')-ti(I,'K2'))*FcpI(I) =e= sum(3,q(I,3, 'K1')) ;

HOTK2(I) .. (ti(I,'K2')-ti(I,'K3'))*FcpI(I) =e= sum(3,q(I,3,'K2")) ;

HOTK3 (1) .. (ti(I,'K3')-ti(I,'K4'))*FcpI(I) =e= sum(3,q(I,3,'K3")) ;

HOTK4(I) .. (ti(I,'K4')-ti(I,'KS'))*FcpI(I) =e= sum(3,q(I,3,'K4")) ;

ICOLDK1(3) .o (£3(3,'K1")-t3(3,'K2"))*FcpI(3) =e= sum(I,q(I,3,'K1l')) ;

ICOLDK2(3) .. (£3(3,'K2")-t§(3,'K3"))*FcpI(3) =e= sum(I,q(I,3,'K2")) ;

coLDK3(3) .. (t(3,'K3")-tj(3,'K4"))*FcpI(3) =e= sum(I,q(I,3,’'K3")) ;

ICOLDK4(3) .. (£3(3,'K4")-tj(3,"'K5"))*FcpI(3) =e= sum(I,q(I,d,'K4")) ;

TINHOT(I) .. TinI(I) =e= ti(I,'K1') ;

ITINCOLD(J) .. Tin3(3) =e= tj(3,'KS") ;

FEHOTK1(I) .. ti(I,'K1') =g= ti(I,'K2') ;

FEHOTK2(I) .. ti(I,'K2") =g= ti(I,'K3") ;

FEHOTK3(I) oo BT, ti(I,'Ka’) ;

FEHOTK4(I) .. ti(I,'K4') =g= ti(I,'KS') ;

FECOLDK1(3J) . t3(3,°K1Y) =g= tj(3,'K2") ;

FECOLDK2(3) .. t5(3,°K2') =g= tj(3,'K3") ;

FECOLDK3(3) .. t§(3,'K3") =g= tj(3,'K4") ;

FECOLDK4(3) .. tj(3,'K4") =g= tj(3,'K5") ;

FEHOTOUT(I) .. ToutI(I) =1= ti(I,’'K5') ;

FECOLDOUT(J) .. Toutd(3) =g= tj(3,'K1') ;

HOTU(I) +. (ti(I,'K5")-ToutI(I))*FcpI(I) =e= qcu(I) ;

lcoLbu(J) +. (Toutd(3)-tj(3,'K1"))*Fcpl(I) =e= ghu(I) ;

LogicK1(I,3) .. q(I,3,'K1")-min(OMEGAI(I),OMEGAI(J))*2z(I,3, K1) =1= @ ;

Logick2(I,d) .. q(I,3,'K2")-min(OMEGAI(I),0MEGA](J))*2(I,d, 'K2") =1= 0 ;

Logick3(I,3) .. q(I,3,'K3")-min(OMEGAI(I),0MEGAI(I))*2z(1,3, 'K3") =1= @ ;

Logick4(I,3) .. q(I,3,'K4")-min(OMEGAI(I),0MEGAI(D))*z(1,7, K4") =1= @ ;

LogicHOT(J) .. qhu(J3)-OMEGAI(J)*zhu(d) =1= 0 ;

LogicCOLD(I) .. qcu(I)-OMEGAI(I)*zcu(I) =1= @ ;

ApproK1(I,d) .. dt(I,3,°K1%) =1= (ti(I,'K1')-tj(3, K1'))+GAMMA(I,J)*(1-2(1,3,'K1")) ;
AApproK1(I,J) .. dt(1,3,'K2") =1= (ti(I,'K2')-tj(3,'K2"))+GAMMA(T,])*(1-2(1,3, K1")) ;
lApprok2(I,3) .. dt(1,3,'K2") =1= (ti(I,'K2')-tj(3, 'K2"))+GAMMA(T,])*(1-2(1,3, 'K2")) ;
IAApproK2(I,J) .. dt(I,3,'K3") =1= (ti(I,'K3')-tj(3,"'K3"))+GAMMA(I,J)*(1-2(I,3,'K2")) ;
Approk3(I,3) .. dt(1,3,'K3") =1= (ti(I,'K3')-tj(3, K3"))+GAMMA(I,J)*(1-2(1,3, 'K3")) ;
AApproK3(I,J) .. dt(1,3,'Ka") =1= (ti(I,'K4')-tj(3, 'Ka"))+GAMMA(I,])*(1-2(1,3, K3")) ;
lApprok4(I,3) .. dt(I,3,'Ka") =1= (ti(I,'K4')-tj(3, 'K4"))+GAMMA(I,])*(1-2(I,3, 'K4")) ;
IAApproK4(I,J) .. dt(I,3,'KS") =1= (ti(I,'K5')-tj(3,'K5"))+GAMMA(I,I)*(1-2(I,3,'K4")) ;
IApprodthu(J,K) .. dthu(3) =1= Thuout - tj(3,'K1") ;

iApprodtcu(I,K) .. dtcu(I) =1= ti(I,'KS"') - Tcuout ;

EMATd(I,3,K) .. dt(I,3,K) =g= EMAT ;

gcsum .. qcs =e= sum(i,qcu(i));
ighsum .. ghs =e= sum(j,qhu(j));

fffffffffffffff Add Value to parameter -------------------
OMEGAI(I) = (TinI(I)-ToutI(I))*FcpI(I) ;
OMEGAJ(J) = (Toutd(J)-Tind(3))*Fcpl(I) ;
(I,3) = max(TinI(I) - TinJ(J), ToutI(I) - Tind(J),
| TinI(I) - ToutJ(3), Toutd(3) - ToutI(I)) ;
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Areak1(I,3) .. A(I,3,'K1') =e= q(I,3,'K1')/U/(@.01+ (2/3*((dt(I,3,'K1')*dt(I,d, K2'))**0.5)+1/3*((dt(I,7, K1')+dt(1,3, 'K2"))/2)) );
Areak2(I,J) .. A(1,3,'K2") =e= q(I,3,'K2")/U/(@.01+ (2/3*((dt(I,3,'K2")*dt(I,d, K3"))**@.5)+1/3*((dt(I,I, 'K2")+dt(1,3,'K3"))/2)) );
Areak3(I,3) .. A(1,3,'K3") =e= q(I,3,'K3")/U/(@.01+ (2/3*((dt(I,3, 'K3')*dt(I,d, K4"))**8.5)+1/3*((dt(I,d, K3")+dt(1,3,K4s"))/2)) );
Areaka(I,3) .. A(I,3,'K4") =e= q(I,3,'Ka")/U/(@.01+ (2/3*((dt(I,3, K4’ )*dt(I,d, K5'))**0.5)+1/3%((dt(I,d, K4')+dt(1,3,'K5"))/2)) );
TotalArea .. TA =e= sum((I,3,K),A(I,3,K)) ;

lAreacost .. Acost =e= sum((I,J,K),(AC*((A(I,3,K))**AE))) ;

AreaCU(I) .. Acu(I) =e= qcu(I)/Uc/(2/3*((dtcu(I)*(ToutI(I)-Tcuin))**@.5)+1/3*((dtcu(I)+(ToutI(I)-Tcuin))/2)) ;

AreaHU(J) .. Ahu(J) =e= qhu(3)/Uh/(2/3*((dthu(3)*(Thuin-Toutd(J3)))**@.5)+1/3*((dthu(3)+(Thuin-Tout1(3)))/2)) ;

lArealUcost .. AUcost =e= sum((I),(AC*((Acu(I))**AE))) + sum((3),(AC*((Ahu(J))**AE))) ;

*Force(I,J) .. z('H1','C1','K2") =e= 1 ;

Initialization---------------coemmmmcmee e
dt.1(I,3,K) = TinI(I) - Tind(3) ;

*dt.lo(I,J,K) = EMAT ;

dt.up(I,3,K) = Max( EMAT, abs(TinI(I) - Tin3(3)) ) ;

ti.1(I,'K1') = TinI(I) ; t5.1(3,'Ks") = Tind(3) ;
dthu.1(3) = Thuout - TinJ(J) ; dthu.lo(J) = EMAT ;
dtcu.1(I) = TinI(I) - Tcuout ; dtcu.lo(I) = EMAT ;

q.up(I,3,K) = min((TinI(I)-ToutI(I))*FcpI(I),(Toutd(I)-Tind(3))*FcpI(I)) ;
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Base case

scalar n ;

globminZZ = inf ;
if = 9200;

for (n =1 to 1,

ghs.lo = 11200;
ghs.up = 44008;

Display n, ghs.lo, ghs.up ;
Solve EX7Local using minlp minimizing ZZ ;

Display n, z.1, zcu.l, zhu.l, ZZ.1,qcs.l,qhs.1, q.1 ;
display qhu.l, qcu.l,ti.l, tj.1, A.1, Acu.l, Ahu.l ;

If ( ZZ.1 le globminZZz,
globminzz = zZ.1 ;
)s

Display n, globminZZ ;
f = ghs.1lo ;

scalar globminZZ Global minimum cost, f to Range qhs lower bound (E=11200 to 44000 kw) ;

Global optimization

scalar n ;

globminZZ = inf ;
f = 9200;

for (n = 1 to 33,

f + 1000;
ghs.lo + 999.9999;

ghs.lo
ghs.up

Display n, ghs.lo, ghs.up ;
Solve EX7Local using minlp minimizing ZZ ;

Display n, z.l1, zcu.l, zhu.l, ZZ.1l,qcs.l,ghs.1, q.1 ;
display ghu.l, qcu.l,ti.l, tj.1, A.1, TA.1l, Acost.l, AUcost.l

If ( ZZ.1 le globminZZz,
globminZZ = 7Z.1 ;
)i

Display n, globminZZ ;
f = ghs.1lo ;

scalar globminZZ Global minimum cost, f to Range ghs lower bound (E=11200 to 44000 kw) ;

H
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Global optimization with extension 1

------------ global optimization---------=--------

scalar n ;

scalar globminZZ Global minimum cost, f to Range ghs lower bound (E=17200 to 23200 kw) ;
globminZZ = inf ;

f = 17000;

ifor (n = 1 to 31,

ghs.lo
ghs.up

f + 200;
ghs.lo + 199.9999;

Display n, ghs.lo, ghs.up ;
Solve EX7Local using minlp minimizing ZZ ;

Display n, z.1l, zcu.l, zhu.l, ZZ.1l,qcs.l,ghs.1, q.1 ;
display ghu.l, qcu.l,ti.l, tj.1l, A.1, TA.1l, Acost.l, AUcost.l ;

If ( ZZ.1 le globminzZz,
globminZz = 2Z.1 ;
)i

Display n, globminZZ ;
f = ghs.1lo ;
)3

Base case results

-—-- 268 VARIABLE z.L exchanger matching between hot I and cold J at stage K

K1 K2 K3 K4
H1.C1 1.000
H2.C3 1.000
H3.C2 1.000
H3.C4 1.000 1.000
H4.C4 1.000
H5.C1 1.000
H5.C2 1.000
H6.C3 1.000 1.000

---- 268 VARIABLE zcu.L cold utility matching with hot I

H2 1.000, H4 1.000

- 268 VARIABLE zhu.L hot utility matching with cold J

C3 1.000, C4 1.000

6365879.230 TAC when fixed E
13236.678 Vary sum cold utility
18842.178 Range sum Hot utility

=== 268 VARIABLE ZZ.L
VARIABLE qcs.L
VARIABLE ghs.L
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-——-- 268 VARIABLE q.L heat exchanged between hot I and cold J

K1 K2 K3 K4
H1.C1 6252.000
H2.C3 1412.893
H3.C2 748.500
H3.C4 554.609 847.891
H4.C4 185@.429
H5.C1 748.500
H5.C2 5251.500

H6.C3 4450.940 3049.060

-—— 269 VARIABLE ghu.L heat exchanged between hot utility and cold J

C3 9@87.1@7, C4 9755.071

-—-- 269 VARIABLE qcu.L heat exchanged between cold utility and hot I

H2 2587.107, H4 10649.571

Global optimization with extension 1 results

-———- 268 PARAMETER n 7.000

-—-- 268 VARIABLE z.L exchanger matching between hot I and cold J at stage K

K1 K2 K3 K4
H1.C1 1.000
H1.C4 1.000 1.000
H2.C1 1.000
H3.C4 1.000 1.000
H4.C4 1.000
H5.C2 1.000
H6.C3 1.000 1.000
H6.C4 1.000

-—-- 268 VARIABLE zcu.L «cold utility matching with hot I

H2 1.0, H3 1.000, H4 1.000

-—-- 268 VARIABLE zhu.L hot utility matching with cold J

C3 1.000, C4 1.000

-—-- 268 VARIABLE ZZ.L
VARIABLE qcs.L
VARIABLE ghs.L

5960899.830
12994.500
18600.000

TAC when fixed E
Vary sum cold utility
Range sum Hot utility
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H1
H1
H2

H3.
.ca
.C2
.C3

HS5
H6

H6.

.C1
.ca
.C1

c4

c4

268 VARIABLE q.L heat exchanged between hot I and cold J

K1 K2
664.508

2950.329
1637.341

4267.631

K3 K4
4050.171
1537.321
1068.830
6000 .000
3232.369

269 VARIABLE ghu.L heat exchanged between hot utility and cold J

C3 14767.631, C4 3832.369

H2 1049.671, H3  513.659,

269 VARIABLE qcu.L heat exchanged between cold utility and hot I

H4 11431.170
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